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Abstract

The goal of this book is to teach practical programming with the Python language to high
school, undergraduate, and graduate students alike. Hopefully, readers without prior knowledge
can follow the text. Therefore, all concepts are introduced using examples and discussed compre-
hensively. All examples are available online in the GitHub repository associated with this book, so
that readers can play with them easily. Actually, the goal of the book is not just to teach pro-
gramming, but to teach programming as a part of the software development process. This means
that from the very beginning, we will attempt to push the reader towards writing clean code with
comments and documentation as well as to use various tools for finding potential issues. While
this book is work in progress, we hope that it will eventually teach all the elements of Python
software creation. We hope that it can enable readers without prior programming experience to
develop beautiful and maintainable software.
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Preface

This book tries to teach undergraduate and graduate students as well as high school students how
to program with the Python programming language. It aims to strike a good balance between theory
and practice, leaning more to the practice side. In particular, we try to teach programming together
with some software engineering concepts. It is the firm opinion of the author that these two cannot
be separated. Teaching programming alone without introducing tools such as static code analysis, unit
tests, and enforcing principles such as code style and proper commenting will create bad programmers.
So we discuss these aspects while working our way through the principles of programming.

This book is intended to be read on an electronic device. Please do not print it. Help preserving
the environment.

This book is work in progress. It will take years to be completed and I plan to keep improving and
extending it for quite some time.

This book is freely available. You can download its newest version from https://thomasweise.
github.io/programmingWithPython/. This version may change since this book is, well, work in
progress. The book is released under the Attribution-NonCommercial-ShareAlike 4.0 International
license (CC BY-NC-SA 4.0). You can freely share it. You can also copy text or figures, as long as you
cite the book as the original source [313], e.g., by using the following BibTEX:

1 @book{programmingWithPython ,
2 author = {Thomas Weise},
3 title = {Programming with Python},
4 year = {2024 - -2025} ,
5 publisher = {Institute of Applied Optimization ,
6 School of Artificial Intelligence and Big Data ,
7 Hefei University},
8 address = {Hefei , Anhui , China},
9 url = {https :// thomasweise.github.io/programmingWithPython}

10 }

This book contains a lot of examples. You can find all of them in the repository https://github.
com/thomasWeise/programmingWithPythonCode. You can clone this repository as discussed in Sec-
tions 2.5 and 15.1 and play with these example codes.

The text of the book itself is also available in the repository https://github.com/thomasWeise/
programmingWithPython. There, you can also submit issues, such as change requests, suggestions,
errors, typos, or you can inform me that something is unclear, so that I can improve the book. Such
feedback is most welcome. The book is written using LATEX and this repository contains all the scripts,
styles, graphics, and source files of the book (except the source files of the example programs).

Copyright © 2024–2025
Prof. Dr. Thomas Weise (汤卫思教授)
at the Institute of Applied Optimization (应用优化研究所, IAO)
of the School of Artificial Intelligence and Big Data (人工智能与大数据学院)
of Hefei University (合肥大学),
in Hefei, Anhui, China (中国安徽省合肥市)

Contact me via email to tweise@hfuu.edu.cn with CC to tweise@ustc.edu.cn.
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Chapter 1

Introduction

Welcome to Programming with Python, an introduction into Python programming. Our book is just
one of many books that teach this programming language [9, 132, 153, 170]. Our focus is on teaching
good programming practices right from the start, support by many examples and tools.

1.1 Why Programming and Software Engineering Tools?

What is programming? Programming means to delegate a task to a computer. We have this job to
do, this thing. Maybe it is too complicated and time consuming to do. Maybe it is something that we
have to do very often. Maybe it is something that we cannot, physically, do. Maybe we are just lazy.
So we want that the computer does it for us. And it works just like delegating tasks in real life.

Our economy and society as a whole works because of the division of labor. In a factory or company,
different works carry out different duties. If you are a chef in a kitchen, you have to tell the junior
trainee chef: “First you wash the potatoes, then peel the potato skin, then you wash the potatoes
again, and then you cook them.” If you are visiting the hairdresser to get your hair done, you would
say something like: “Wash my hair, then cut it down to 1cm on the top, trim the sides, then color it
green.”

In either case, you provide the other person with a clear and unambiguous sequence of instructions
in a language they can understand. In this book, you will learn to do the same — with computers.
And one language that the computers understand is Python.

Definition 1 (Computer Program) A computer program is an unambiguous sequence of
computational instructions for a computer to achieve a specific goal.

Definition 2 (Programming) Programming is the activity or job of writing computer pro-
grams [225].

Now, in the vast majority of situations, we do not create a program to just use it one single time.
Actually, this is similar to the real life situation of work delegation again: If you were a chef, you
basically “input” the “program” cook potatoes into the junior trainee once. In the future, you would
like to be able go to them and invoke this program again by saying: “Please cook 2kg of potatoes.”

Indeed, your “programs” often even have implicit parameters, like the quantity of 2kg mentioned
above. Or, maybe, you go to the hairdresser again and want to say: “Same as usual, but today color
it blue.” In our day-to-day interactions, creating reusable and parameterized programs happens very
often and very implicitly. We usually do not think about this in any explicit terms.

But if we write programs for computers, we do need to think about it in explicit terms and right
from the start. The activity of pure programming listed in Definition 2 is only one part of software
development. Imagine the following scenario:

In this book we discuss how to translate some kind of specification into Python code. Let’s say that
later in your job, you want to develop a program that can be used to solve a specific task. So, well,
you write the program. You learned how to do that with this book. So you now have the file with the
program code. The problem is solved.

1
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Is it that easy? On one hand, you may wonder whether you made any mistake. We are people, we
all make mistakes. The more complex the task we tackle, the more (program code) we write, the more
likely it is that we make some small error somewhere. So probably you want to test your program, i.e.,
check if it really computes the things that it should compute it the way you intended it to compute
these things.

And what if your program is not just a single-use, stand-alone kind of program? What if it is part
of some sort of software ecosystem? What if other programs may later need to use/run it? Maybe it
can access some sort of sensor measuring something, or maybe it can convert data from one file format
to another one. Then, other programmers may need to be able to at least understand how to correctly
run the program and what kind of input and output data it will expect or produce, respectively. You
must document your program clearly. If you write a package that offers functions that can be used by
other programs, there must be annotations that clearly explain what kind of input and output datatypes
these functions accept and produce, respectively.

What if this program is going to be needed for the next ten or so years? Maybe it could eventually
become necessary to add new functionality? Maybe some of the software libraries you use get outdated
and need to be replaced? There also are several situations in which a totally different person may need
to work, read, modify, and improve your code. They need to be able to read and understand your code
easily. You cannot just write stuff down quickly, you cannot just produce one big soup of unformatted
code. You need to both have good documentation and write clean and easy-to-read code.

Or maybe you are a researcher, using Python 3 to implement some algorithm and to run an exper-
iment. In order to make your experiments and results replicable, you would probably want to publish
your algorithm implementation together with the results. This, agin, only makes sense if your code is
at least a bit readable. The names of variables and functions must be clear and understandable. The
coding style should be consistent throughout all files and it should follow common conventions [302].

All of these things need to be considered when we learn how to program. Because you do not
just “program,” you develop software. Indeed, a good share of programmers usually spend only about
50% of their time with programming [76, 181]. Other studies even suggest that less than 20% of the
working time spent with coding, maybe with another 15% of bug fixing [185]. Of course, we cannot
cover all other topics related to software engineering in a programming course.

However, in typical courses, such aspects are ignored entirely. In a typical course, you learn how to
write a small program that solves a certain task. The task is usually simple, so the teachers are able to
read your code even if you have ugliest style imaginable. Also, nobody is ever going to look at or use
the programs you write as your homework again. In such a pristine scenario, none of the above really
matters. But in reality, things are not always simple.

One may hope that, as one of the very first things, surgery students in medical school are taught
to wash their hands before performing surgery. And you, our dear students, can expect us to teach you
how to develop software properly. And we will try to do that. We will teach you how to write clean,
well-documented, and properly tested programs. Right from the start. Such that all of your code will
be reusable, readable, clear, clean, and beautiful.

As a result, this will be a course which is very practice centered. We will learn programming the
right way.1 The downside of this approach is that we will sometimes go off on tangents in the text.
While I am introducing variables in Chapter 4, for example, I will also explain how to use a static code
analysis tool designed to find type errors in variable use. Also, the text will often have references to
best practices that clarify common approaches and different code hygiene concepts. Our goal will be
to learn how to do things right from the start and not put things off to later.

1.2 Why Python?

The center of this course is the Python programming language. Our goal is to get familiar with
programming, with the programming language Python, and with the tools and ecosystem surrounding
it. This makes sense for several reasons.

First, Python is one of the most successful and widely used programming languages [46]. We plot
the number of pushes to GitHub over time for the most popular programming and web development
languages in Figure 1.1. We find that Python became the leading languages at some point in 2018. In
the TIOBE index, which counts the number of hits when searching for a programming language using

1Well, at least, what I consider as the right way.
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Figure 1.1: The twelve most popular programming languages chosen based on the GitHub pushes over
the years. Source: [26].

major search engines, Python ranked one in January 2025 and was named the programming language
of the year for 2024 [142].

Python is everywhere nowadays, and it is the undisputed default language of choice
in many fields.

— Paul Jansen [142], 2025

If you will do programming in any future employment or research position, chances are that Python
knowledge will be useful. According to the 2024 annual Stack Overflow survey [329], Python was the
second most popular programming language, after JavaScript and HTML/CSS. In GitHub’s Octoverse
Report from October 2024 [106], Python is named the most popular programming language, ranking
right before JavaScript.

Second, Python is intensely used [46] in the fields of Artificial Intelligence (AI) [242], Machine
Learning (ML) [253], and Data Science (DS) [114] as well as optimization, which are among the most
important areas of future technology. Indeed, the aforementioned Octoverse report [106] states that
the use in soft computing is one of the drivers of Python’s popularity.

Third, there exists a very large set of powerful libraries supporting both research and application de-
velopment in these fields, including NumPy [75, 119, 143, 197], Pandas [18, 175, 208], Scikit-learn [212,
230], SciPy [143, 307], TensorFlow [1, 166], PyTorch [209, 230], Matplotlib [133, 135, 143, 205],
SimPy [334], and moptipy [314]2, just to name a few. There are also many Python packages supporting
other areas of computer science, that offer, e.g., connectivity to databases (DBs) [304], or support for
web application development [2, 289]. This means that for many tasks, you can find suitable and
efficient Python libraries that support your work.

Fourth and finally, Python is very easy to learn [111, 298]. It has a simple and clean syntax and
enforces a readable structure of programs. Programmers do not need to declare datatypes explicitly3.
Python has expressive built-in types likes lists, tuples, and dictionaries. Thus, Python was also named
the language most popular for those who want to learn how to code in the aforementioned Stack
Overflow survey [329]. The fact that Python is an interpreted language makes it somewhat slower
compared to compiled languages like C. However, this also leads to a much easier workflow when
experimenting and programming, as sketched in Figure 1.2. It also is possible to interactively write
programs in an interpreter window. This means that you can execute commands in a terminal instead
of needing to compile and run programs. These features, in sum, make Python a good choice for
learning how to write programs.

2Yes, I list moptipy here, next to very well-known and widely-used frameworks, because I am its developer.
3at least during the first steps of learning
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Figure 1.2: Python code is interpreted, which leads to an easier programming workflow compared to
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In this part of the book, we will gain the following abilities:

• read, write, and execute simple Python programs

• use some tools to help us looking for errors

In particular, we will learn how to use the Python console and the editor PyCharm. We will learn about
the most important simple datatypes in Python, such as integer numbers, floating point numbers,
strings, and Boolean values. We will learn how to store values in variables. And we will learn about
the most important collection datatypes offered by Python, namely lists, tuples, sets, and dictionaries.



Chapter 2

Getting Started

This course should be a practical course, so we should get started with practical things right away. In
order to do practical things, we need to have all the necessary software on our computer. What software
is necessary to do Python programming? Well, first of all, Python. If Python is not yet installed on
your machine, then you can follow brief installation guide in Section 2.1.

Now with the programming language Python alone, you cannot really do much – in a convenient
way, at least. You need a nice editor in which you can write the programs. Actually, you want an editor
where you can not just write programs. You want an editor where you can also directly execute and
test your programs. In software development, you often work with a Version Control Systems (VCS)
like Git. You want to do that convenient from your editor. Such an editor, which integrates many of
the common tasks that occur during programming, is called an Integrated Development Environment
(IDE). In this book, we will use the PyCharm IDE [297, 326]. If you do not yet have PyCharm installed,
then you can work through the setup instructions outlined in Section 2.2.

Before we get into these necessary installation and setup steps that we need to really learn pro-
gramming, we face a small problem: Today, devices with many different Operating System (OS) are
available. For each OS, the installation steps and software availability may be different, so I cannot
possibly cover them all. Personally, I strongly recommend using Linux [14, 120, 288] for programming,
work, and research. If you are a student of computer science or any related field, then it is my personal
opinion that you should get familiar with this operating system. Maybe you could start with the very
easy-to-use Ubuntu Linux [57, 122]. Either way, in the following, I will try to provide examples and
instructions for both Ubuntu and the commercial Microsoft Windows [31] OS.

Once the necessary software is installed, we will here also learn how to write and execute our very
first small Python program in Section 2.3This first program will just print “Hello World!” and then exit.
As final step to get our environment up and running, we discuss how Python programs can be executed
in the terminal and the Python console in Section 2.4

2.1 Installing Python

In order to learn and use Python, we first need to install it. There are two major versions of Python
out there: Python 2 and Python 3. This book focuses entirely on Python 3. We assume that you
have installed Python 3.12 or newer. We here provide some brief setup instructions. More help can be
found at the following resources:

• the official Python setup and usage page https://docs.python.org/3/using [228],

• the Python Downloads at https://www.python.org/downloads, and

• the Python 3 Installation & Setup Guide at https://realpython.com/installing-python

2.1.1 Python under Ubuntu Linux

Under Ubuntu Linux, Python 3 is already pre-installed. You can open a terminal [14] by pressing Ctrl
+ Alt + T , then type in python3 --version , hit , and get the result illustrated in Figure 2.1:

7

https://docs.python.org/3/using
https://www.python.org/downloads
https://realpython.com/installing-python
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tweise@weise-laptop:~$ python3 --version
Python 3.10.12
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 2.1: Under my Ubuntu Linux 22.04 system, typing python3 --version in a terminal and hitting
return yields version 3.10.12.

2.1.2 Installing Python 3 under Microsoft Windows

Example installation steps for Python on Microsoft Windows (version 10) are sketched in Figure 2.2.
First, you would open a terminal using and press q + R , type in cmd , and hit , as shown in
Figure 2.2.1. If Python is installed, then typing python3 --version in the terminal and hitting
would print the version of the Python installation. If it is not installed, however, then Microsoft Windows
will print a message informing you that Python is not yet installed and that you can reach the web
installer by just typing python3 (and hitting , of course).0 We do this in Figure 2.2.3, which leads
us to the installation screen (Figure 2.2.4), where we need to press the Get button. This will then
download (Figure 2.2.5) and install Python. When this process is completed, the screen just shows
nothing (Figure 2.2.6). If we go back to the terminal and again try python3 --version , it will now
work and print the version of our Python installation. In our case, this is version 3.12.
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(2.2.1) Opening the terminal un-
der Microsoft Windows: press
q + R , type in cmd , and hit

.

(2.2.2) Trying to get the Python version
via python3 --version , but it is not
installed.

(2.2.3) Installing it by typing python3
and hitting .

(2.2.4) The install screen, where we click Get . (2.2.5) The install screen, downloading Python.

(2.2.6) The installation is finished. (2.2.7) And the python3 --version command now
works in the terminal.

Figure 2.2: Cropped screenshots of the installation steps for Python on Microsoft Windows.

2.2 Installing PyCharm

Just having a programming language and the corresponding interpreter on your system is not enough.
Well, it is enough for just running Python programs. But it is not enough if you want to develop
software efficiently. Are you going to write programs in a simple text editor like a caveperson? No, of
course not, you need an IDE, a program which allows you to do multiple of the necessary tasks involved
in the software development process under one convenient user interface. For this book, I recommend
using PyCharm, whose community edition is freely available. The installation guide for PyCharm can be
found at https://www.jetbrains.com/help/pycharm/installation-guide.html.

2.2.1 Installing PyCharm under Ubuntu Linux

PyCharm is available as Snap package under Ubuntu Linux [222, 265]. The installation process is
very easy and follows the steps illustrated in Figure 2.3. First, you open a terminal by pressing Ctrl
+ Alt + T . Then, enter the command sudo snap install pycharm-community --classic and hit
return (Figure 2.3.1). This installs the PyCharm software package and the necessary super user privileges
are obtained via the pre-pended sudo, which will ask us to enter the root password, as sketched in
Figure 2.3.2. Then, the installation process basically runs automatically. Once it has completed
(see Figure 2.3.5), you can press the q key and type pycharm in the launcher window to find

https://www.jetbrains.com/help/pycharm/installation-guide.html
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tweise@weise-laptop:~$ sudo snap install pycharm-community --classic

tweise@weise-laptop: ~

(2.3.1) Installing PyCharm using the snap install command in a terminal opened
with Ctrl + Alt + T .

tweise@weise-laptop:~$ sudo snap install pycharm-community --classic
[sudo] password for tweise:

tweise@weise-laptop: ~

(2.3.2) This command requires the super user password, which we type in and then
press Enter .

tweise@weise-laptop:~$ sudo snap install pycharm-community --classic
[sudo] password for tweise:
Download snap "pycharm-community" (388) from channel "stable" \

tweise@weise-laptop: ~

(2.3.3) The installation begins.

tweise@weise-laptop:~$ sudo snap install pycharm-community --classic
[sudo] password for tweise:
Download snap "pycharm-community" (388) from channel "st… 37% 1.37MB/s 5m26s

tweise@weise-laptop: ~

(2.3.4) The software package is downloaded.

tweise@weise-laptop:~$ sudo snap install pycharm-community --classic
[sudo] password for tweise:
pycharm-community 2024.1.3 from jetbrains✓ installed
tweise@weise-laptop:~$

tweise@weise-laptop: ~

(2.3.5) The package is installed.

(2.3.6) Open the launcher by pressing q
and type in pycharm to find the PyCharm
executable, then double-click it.

(2.3.7) The PyCharm welcome screen ap-
pears.

(2.3.8) PyCharm has been
started.

Figure 2.3: The installation steps of PyCharm under Ubuntu linux.
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PyCharm (Figure 2.3.6). A double-click will open PyCharm.

In the installation instructions for Microsoft Windows, now a user agreement (Figure 2.4.16) and
data upload statement (Figure 2.4.17) need to be performed. Since I already had PyCharm installed
previously and probably already agreed/disagreed to them, respectively, these windows did not open in
my current installation and I could not take screenshots of them. If they open, then you can probably
treat them exactly as suggested in the Microsoft Windows installation instructions Section 2.2.2. Either
way, we finally get PyCharm up and running and can begin our coding (Figure 2.3.8).

2.2.2 Installing PyCharm under Microsoft Windows

The process of installing PyCharm under Microsoft Windows is illustrated in Figure 2.4. You first need
to download the PyCharm Community Edition installation executable from https://www.jetbrains.
com/pycharm/download. Make sure to download the Community Edition and nothing else, as shown
in Figures 2.4.1 to 2.4.3. Once the installer is downloaded, you start it and confirm that you wish to
install PyCharm, as illustrated in Figures 2.4.5 to 2.4.8. As Figures 2.4.9 to 2.4.11 show, the installation
setup process is more or less automated, we just need to click Next here and there and finally click
Install (Figure 2.4.12). After the installation completes, we run PyCharm for the first time. Now we need
to agree to the user agreement (Figure 2.4.16) and should probably choose that we do not with to send
any information about our PyCharm usage out (Figure 2.4.17). Finally, as sketched in Figure 2.4.18,
we have a running and ready PyCharm IDE.

(2.4.1) The download website https://www.jetbrains.
com/pycharm/download for PyCharm.

(2.4.2) Downloading the PyCharm Community Edition.

(2.4.3) Selecting the normal Microsoft Windows installer
for the PyCharm Community Edition.

(2.4.4) The download is starting.

Figure 2.4: The installation steps of PyCharm under Microsoft Windows.

https://www.jetbrains.com/pycharm/download
https://www.jetbrains.com/pycharm/download
https://www.jetbrains.com/pycharm/download
https://www.jetbrains.com/pycharm/download
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(2.4.5) The download is completed. We click Open file . (2.4.6) The installer is starting.

(2.4.7) The installer is starting. (2.4.8) We do want to install, so click
Yes .

(2.4.9) The welcome screen of the in-
staller. We click Next .

(2.4.10) The installation folder selec-
tion. We click Next .

(2.4.11) The installation options. We
can click Next .

(2.4.12) The start menu folder choose
dialog. We click Install .

(2.4.13) The install process starts. (2.4.14) The installation is finished.
Select “Run PyCharm Community
Edition” and click Finish .

Figure 2.4: The installation steps of PyCharm under Microsoft Windows (continued).
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(2.4.15) The welcome screen of PyCharm. (2.4.16) We read the user agreement, confirm
that we read it, and click Continue .

(2.4.17) We do not want to send any data and
click Don’t Send .

(2.4.18) Finally, PyCharm is ready to use.

Figure 2.4: The installation steps of PyCharm under Microsoft Windows (continued).

2.3 Our First Program

We now want to write and execute our very first Python program. This program should just print
“Hello World!” to the text output and then exit. It therefore will consist of the single statement
print("Hello World!") , as illustrated in Listing 2.1.

In PyCharm, we usually will not just create a single Python source code file. Instead, we will work in
the context of projects, which can contain many Python files, settings, build scripts, and other resources.
Inside such a project, we would create the Python file, write our source code from Listing 2.1 into it,
and then run it. The steps for doing this are illustrated with screenshots in Figure 2.5, which were taken
on my Ubuntu machine. On Microsoft Windows, this will look very similar (maybe with the exception
of “\” instead of “/” as directory separator characters in paths).

Since we started with a completely new PyCharm installation in Section 2.2, no project has yet
been created. So when we open PyCharm, we will arrive at the project creation screen illustrated in

Listing 2.1: Our very first Python program, which just prints “Hello World!” (stored in
file very_first_program.py ; output in Listing 2.2)

1 print("Hello World!")

↓ python3 very_first_program.py ↓

Listing 2.2: The standard output stream (stdout) of the program very_first_program.py given
in Listing 2.1.

1 Hello World!

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/veryFirstProject/very_first_program.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/veryFirstProject/very_first_program.py
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(2.5.1) Creating a new project in PyCharm, step 1: click
New Project .

(2.5.2) Creating a new project in PyCharm, step 2: Make
sure that Pure Python is selected in the left pane, then
select a name for the project (here: 00_veryFirstPro
ject), a directory location (some path on my Ubuntu ma-
chine, you will pick some other directory), and we select
the current Python installation as Custom Environment .
We finally click Create .

(2.5.3) The new and empty project has been created.

(2.5.4) We create a new Python file within this project by right-clicking on the project folder
00_veryFirstProject and selecting New Python File .

Figure 2.5: The steps to create a new Python file in a new PyCharm project and to then run it (Ubuntu).
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(2.5.5) We enter a name for the new Python file (here: very_first_program) and hit Enter .

(2.5.6) The new and empty file very_first_program.py has been created in the project
00_veryFirstProject.

(2.5.7) We enter the text from Listing 2.1. PyCharm automatically saves it.

Figure 2.5: The steps to create a new Python file in a new PyCharm project and to then run it
(Ubuntu, continued).
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(2.5.8) In order to run this program, we right-click on the program file in the tree view and
select Run ‘very_first_program’ . Alternatively, we could press Ctrl + + F10 .

(2.5.9) And indeed, in the console pane at the bottom of the PyCharm window, the text “Hello
World!” appears.

Figure 2.5: The steps to create a new Python file in a new PyCharm project and to then run it
(Ubuntu, continued).

Figure 2.5.1. Here, we will New Project , which takes us to the second project creation screen shown
in Figure 2.5.2. In case that you already had PyCharm installed and already created some projects in
the past, you can get to the same screen by clicking == File New Project . Either way, when arriving
at the screen, you will find several confusingly looking options. First, make sure that Pure Python is
selected in the left pane. Then you can choose a name for the project in the Name: text box. For the
sake of our example, let’s call the new project 00_veryFirstProject.

Below the name text box, you can select the destination directory in which the project folder
should be created in the Location: box. You can ignore the text in the screenshot, as this is just the
path that I am using on my Ubuntu machine. Instead, you will choose some suitable directory on
your computer. (Notice that in Microsoft Windows, the directory separator character is “\” and not
“/” as on my Ubuntu Linux.) Either way, on my machine, I choose the rather elaborate path home
tweise local programming python programmingWithPythonCode. PyCharm will create the

folder 00_veryFirstProject for our new project inside this directory. But, as said, you will choose
some other suitable place on your computer.

The following options may not make any sense for you, which is totally OK for now. Please make
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sure to select Interpreter Type: Custom Environment as well as Environment: Select existing and Type:
Python . Under Python Path: , you would choose the Python interpreter you have installed on your

system (see Section 2.1). On my system that was “Python 3.10.12” at the time of this writing.1 We
finally click Create . We now have created our first and empty PyCharm Python project – as illustrated
in Figure 2.5.3.

We can now create the Python file to write our actual program code. To do this, we right-click on the
folder 00_veryFirstProject in our Project tree view pane on the left-hand side (see Figure 2.5.4). In
the menu that pops up, we select and click New Python File . This takes us the New Python file creation
dialog illustrated in Figure 2.5.5. Here, we enter the name for our first program. What could be more
fitting than very_first_program? After hitting Enter , the file is created in our project folder and
opened in the editor pane, as shown in Figure 2.5.6.

We now enter the single line of code from Listing 2.1 into the editor, as illustrated in Figure 2.5.7.
We do not need to save the file, as PyCharm does this automatically for us.

Finally, we want to actually execute, i.e., run, our program. We can do this directly from the
editor by pressing Ctrl + + F10 . We can also do it by right-clicking on the file in the project tree
view on the left-hand side and then clicking Run ‘very_first_program’ in the popup menu, as shown in
Figure 2.5.8.

Either way, a console with the title “very_first_program” opens at the bottom of our editor. And
behold: Indeed, the text Hello World! appears.

Well, before that text, we see the command line that was actually executed, namely the Python
interpreter with our file’s path as parameter. And after our program’s output, we are notified that
“Process finished with exit code 0,” which means that the program has completed successfully and
without error.

Congratulations. You now have written, saved, and executed your first ever Python program!

2.4 Python in the Terminal

In total, are four more ways in which we can execute a Python program:

1. We can enter the program into a Python file in the PyCharm IDE and then run it from there. We
just did this in the previous section and illustrated it in Figure 2.5.

1Now I am using Python 3.12, but this is not important.

tweise@weise-laptop:~$ cd local/programming/python/programmingWithPythonCode/00_veryFirstProject/

tweise@weise-laptop: ~

(2.6.1) Open a terminal (by pressing Ctrl + Alt + T under Ubuntu Linux; under Microsoft Windows press
q + R , type in cmd , and hit ). Change into the directory “directory” where your Python file is located,

by typing cd directory and hit Enter .

tweise@weise-laptop:~$ cd local/programming/python/programmingWithPythonCode/00_veryFirstProject/
tweise@weise-laptop:~/local/programming/python/programmingWithPythonCode/00_veryFirstProject$ python3 very_first_program.py

tweise@weise-laptop: ~/local/programming/python/programmingWithPythonCode/00_veryFirstProject

(2.6.2) Execute a Python program “program.py” by typing python3 program.py and hit Enter . In our
case, the program is “very_first_program.py”.

tweise@weise-laptop:~$ cd local/programming/python/programmingWithPythonCode/00_veryFirstProject/
tweise@weise-laptop:~/local/programming/python/programmingWithPythonCode/00_veryFirstProject$ python3 very_first_program.py
Hello World!
tweise@weise-laptop:~/local/programming/python/programmingWithPythonCode/00_veryFirstProject$

tweise@weise-laptop: ~/local/programming/python/programmingWithPythonCode/00_veryFirstProject

(2.6.3) As expected, the text “Hello World!” appears in the terminal.

Figure 2.6: Example of executing a Python program in a terminal (on Ubuntu).
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(2.7.1) Pressing the on the vertical icon bar on the left side of the PyCharm window.

(2.7.2) The PyCharm Python console is open.

Figure 2.7: Entering the “Hello World!” program from Listing 2.1 directly into the Python console
offered by PyCharm.

2. Actually, we can also write a Python program with a normal text editor. A Python program is
just a normal text file, after all. We can execute such a text file by entering its directory and
typing python3 programName (where programName is very_first_program.py , in our case) and
hitting Enter . Then the program is executed directly in the terminal. This process is shown in
Section 2.4.1 and Figure 2.6.

3. Alternatively, we could open the Python interpreter console in PyCharm and enter and execute
our code line-by-line. This is sketched in Section 2.4.2 and Figure 2.7.

4. Besides using the Python console inside PyCharm, we can also open it inside a terminal. We can
then enter separate Python instructions and run them there. This fourth option is outlined in
Section 2.4.3 and Figure 2.8.
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(2.7.3) We enter the “Hello World!” program from Listing 2.1 and press Enter .

(2.7.4) And indeed, the output is “Hello World!”.

Figure 2.7: Entering the “Hello World!” program from Listing 2.1 directly into the Python console
offered by PyCharm (continued).

2.4.1 Executing a Python Program in a Terminal

In order to directly execute a Python program in a terminal, we first need to open one. Under Ubuntu
Linux, we simply press Ctrl + Alt + T . Under Microsoft Windows, we have to press q + R , type in
cmd , and hit . Once the terminal is open, we need to change into the directory where the program
is located. Under both Linux and Microsoft Windows, this can be done by typing the command cd ,
followed by the path to the directory, and hitting Enter .2 We provide a screenshot for that, taken under
Ubuntu Linux, in Figure 2.6.1. Now we simply call the Python interpreter by writing python3 followed
by the file name of our program, which is very_first_program.py in our case. In Figure 2.6.2 we do
this and hit Enter , which causes the Python interpreter to execute our program. The output “Hello
World!” is then printed into the terminal in Figure 2.6.3.

2Under Microsoft Windows, you may also need to change into the correct drive first.
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tweise@weise-laptop:~$ python3

tweise@weise-laptop: ~

(2.8.1) Open a terminal (by pressing Ctrl + Alt + T under Ubuntu Linux; under Microsoft Windows
press q + R , type in cmd , and hit ), enter python3 , then hit Enter .

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>>

tweise@weise-laptop: ~

(2.8.2) The Python console opens in the terminal.

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> print("Hello World!")

tweise@weise-laptop: ~

(2.8.3) We enter the “Hello World!” program from Listing 2.1 and press Enter .

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> print("Hello World!")
Hello World!
>>>

tweise@weise-laptop: ~

(2.8.4) And indeed, the output is “Hello World!”.

Figure 2.8: Writing a program in the Python console in the terminal (Ubuntu).
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> print("Hello World!")
Hello World!
>>> exit()

tweise@weise-laptop: ~

(2.8.5) We exit the console by typing exit() and pressing Enter .

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> print("Hello World!")
Hello World!
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

(2.8.6) We are back in the normal terminal.

Figure 2.8: Writing a program directly in the Python console in the terminal (Ubuntu, continued).

2.4.2 Entering Commands in the Python Console inside PyCharm

Besides writing programs in files and executing them, we can also directly enter them into the Python
console and execute them step-by-step. This does not make sense if we want to reuse our programs
later. But it does make a lot of sense when we just want to test some commands or functions or
quickly test some idea. A Python console can be used directly in PyCharm (Figure 2.7) or opened in a
terminal (Figure 2.8).

To explore entering Python code in the Python console inside PyCharm, we continue where we left of
in Section 2.3. In PyCharm, we first click the on the vertical icon bar on the left side of the PyCharm
window, as shown in Figure 2.7.1. This directly brings us to the Python console (Figure 2.7.2). We
can enter the one-line-program from Listing 2.1, as illustrated in Figure 2.7.3. Notice that the input
prompt of the console is marked by the three greater characters >>> after which we enter our text.
Pressing Enter after writing the code leads to the expected output shown in Figure 2.7.4. This output
directly appears in the console and is not preceded by any other text, in particular not by >>> , which
makes it easy to visually distinguish what the input and output in a Python console are.

2.4.3 Entering Commands in the Python Console in a Terminal

Let us now open a Python console from the terminal instead of using the one in PyCharm. We therefore
first need to open a normal terminal. Under Ubuntu Linux, we simply press Ctrl + Alt + T . Under
Microsoft Windows, we have to press q + R , type in cmd , and hit . Either way, the terminal
opens and we can enter python3 and press Enter , as shown in Figure 2.8.1. Now the Python interpreter
starts right inside the terminal (Figure 2.8.2). The prompt, i.e., the place where we can write our code,
again is preceded by the >>> characters. As illustrated in Figure 2.8.3, we copy the single line of code,
print("Hello World!") from Listing 2.1 and press Enter . The output “Hello World!” is printed as
expected in Figure 2.8.4. However, we now are still in the Python interpreter. In order to leave it and
to, maybe, enter other commands in the terminal, we have to use another new Python instruction:
We type in exit() and press Enter , as shown in Figure 2.8.5, which causes the Python interpreter to
exit. We are now back in the basic terminal, as shown in Figure 2.8.6. In these figures, I was using
Ubuntu Linux. On Microsoft Windows or other Linux variants, the process would have looked quite
similar.
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thomasWeise / programmingWithPythonCode Public

1 Branch Tags Go to file Go to file

thomasWeise improvements e9524f1 · 12 hours ago 115 Commits

00_veryFirstProject changed directory names back 3 months ago

01_variables improved output 3 months ago

02_collections replaced "example for" with "example of" 2 days ago

03_conditionals replaced "example for" with "example of" 2 days ago

04_loops fixed location for function examples 2 months ago

05_functions fixed example last month

06_exceptions improvements 12 hours ago

scripts hopefully improved output last month

.gitignore first example program added 5 months ago

LICENSE Initial commit 5 months ago

README.md fixed link to our school 2 months ago

make_venv.sh improved examples for exceptions 5 days ago

requirements-dev.txt Updated and Unified Scripts 2 months ago

About

The program code of the examples of the

book "Programming with Python"

Readme

GPL-3.0 license

Activity

0 stars

1 watching

0 forks

Report repository

Releases

No releases published

Packages

No packages published

Languages

Python 78.5% Shell 21.5%

Code Issues Pull requests Actions Projects Security Insights

 main

README GPL-3.0 license

Clone

https://github.com/thomasWeise/programmingWithP

github.com/thomasWeise/programmingWithPythonCode/

https://github.com/thomasWeise/programmingWithPythonCode/archive/refs/heads/main.zip

Clone using the web URL.

HTTPS GitHub CLI

Download ZIP

Code

Figure 2.9: Downloading all the example source codes as a single zip archive from https://github.
com/thomasWeise/programmingWithPythonCode.

Best Practice 1 The only proper way to run a Python application in a productive scenario is
in the terminal, as shown in Section 2.4.1.

2.5 Getting the Examples from this Book

This book comes with a lot of examples programs written in Python. While our first explorations of the
simple data types will mainly use the Python console, we will later almost exclusively write programs
in Python files. Every single one of them is available in the Git repository programmingWithPython
Code. You can directly access this repository at GitHub under https://github.com/thomasWeise/
programmingWithPythonCode.

On the website, you can directly download all the examples as illustrated in Figure 2.9. First,
you would click on the little downward facing triangle in the button Code . This will open a small
dialog Clone in which you can click on the Download ZIP button. This, in turn, enters the Uni-
form Resource Locator (URL) https://github.com/thomasWeise/programmingWithPythonCode/
archive/refs/heads/main.zip into your browser’s download queue. A zip archive is a single file
that can contain other files and folders and can be opened by the standard file managers both on
Ubuntu and Microsoft Windows. Once downloaded, the archive contains all the examples that we use
in our book.

Alternatively to downloading a zip archive with the examples from this book, you can also directly
create a new project in PyCharm by cloning (basically, downloading) the repository as illustrated in
Figure 2.10. In the PyCharm welcome screen, you click Clone Repository as shown in Figure 2.10.1. In
the next dialog, you have to select a source URL: , which will be https://github.com/thomasWeise/
programmingWithPythonCode. You also need to choose a Directory: where the new project should
be located. All the contents of the examples repository will be downloaded into this directory as well.
In Figure 2.10.2, I selected /tmp/programmingWithPythonCode , i.e., a directory on my partition for
temporary files. This directory will be cleared at every system boot, so you would certainly choose a more
reasonable destination. After clicking Clone , the downloading will begin, as sketched in Figure 2.10.3.

Once the repository has been downloaded, PyCharm may ask you whether you trust this project.
After making sure that you indeed downloaded the examples for this book (and if you deem this code
trustworthy), you can click Trust Project , as Figure 2.10.4. Finally, as Figure 2.10.5 shows, you can now

https://github.com/thomasWeise/programmingWithPythonCode
https://github.com/thomasWeise/programmingWithPythonCode
https://github.com/thomasWeise/programmingWithPythonCode
https://github.com/thomasWeise/programmingWithPythonCode
https://github.com/thomasWeise/programmingWithPythonCode/archive/refs/heads/main.zip
https://github.com/thomasWeise/programmingWithPythonCode/archive/refs/heads/main.zip
https://github.com/thomasWeise/programmingWithPythonCode
https://github.com/thomasWeise/programmingWithPythonCode
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(2.10.1) Click Clone Repository in the PyCharm welcome
screen.

(2.10.2) Selecting URL: https://github.com/
thomasWeise/programmingWithPythonCode and a
reasonable destination Directory: in the next dialog,
then click Clone .

(2.10.3) Wait while PyCharm is cloning (downloading)
the repository.

(2.10.4) If asked, click Trust Project after confirming
that you indeed downloaded the right code and if you
trust our code.

(2.10.5) The project with all the examples from this book is now down-
loaded and can be accessed in PyCharm.

Figure 2.10: Using PyCharm to clone (download) and import all the examples from this book.

https://github.com/thomasWeise/programmingWithPythonCode
https://github.com/thomasWeise/programmingWithPythonCode
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see and play with and run all the examples in PyCharm. A more comprehensive discussion on how to
clone repositories is given in Section 15.1.

2.6 Summary

In this introductory section, we have performed the very first steps into the domain of Python pro-
gramming. We have now a computer where both Python and the PyCharm IDE are installed. We can
create program files and we can execute them in different ways. We also obtained the set of example
programs that will later be used in this book. We are now ready to learn how to program.



Chapter 3

Simple Datatypes and Operations

3.1 Introduction

We now know how to create and run Python programs, both in the IDE and terminal. We have also
already learned our first two Python commands:

• print("Hello World!") prints the text “Hello World!” to the output.

• exit() exits and terminates the Python interpreter.

Now, it would be very strange if the print function could print “Hello World!”. That would not make
much sense. print expects one parameter. This parameter cannot just be anything. It must be a text.

The command exit , on the other hand, can either have no parameter or one parameter. If it
receives one parameter, this parameter will be the exit code of the program. Here, 0 indicates success.
If no parameter is provided, this will be used as default value. We need to invoke exit if we use the
Python console in the terminal explicitly. If we just run a program, then after the last instruction of
the program was executed, then the interpreter will also terminate with exit code 0. Indeed, when we
executed our first program in Section 2.3, we saw exactly that happen in Figure 2.5.9. Different from
the parameter of print , which must be some text, the parameter of exit needs to be a number.

We realize: Distinguishing different types of data makes sense. Sometimes we need to do something
with text. Sometimes we want to do something with numbers. Somtimes, we want to just handle a
decision which can be either “yes” or “no”.

Of course, for these different situations, different possible operations may be useful. For example,
when we use numbers, we may want to divide or multiply them. When we handle text, we may want to
concatenate two portions of text, or maybe we want to convert lowercase characters to uppercase. We
may want to do something if two decision variables are both “yes” or, maybe, if at least one of them is.

In this chapter, we will look into the simple datatypes of Python, namely:

• int : the integer datatype, which represents integers numbers Z (Section 3.2),

• float : the floating point numbers, i.e., a subset of the real numbers R (Section 3.3),

• bool : Boolean values, which can be either True or False (Section 3.4),

• str : strings, i.e., portions of text of arbitrary length (Section 3.5), and

• None : nothing, which is the result of any command that does not explicitly return a value (Sec-
tion 3.6).

Here, we will not yet really write Python programs. Instead, we will use the Python interpreter console
more like a fancy calculator. This will allow us to explore the basic functionality regarding the above-
mentioned datatypes efficiently and freely.

3.2 Integers

Integer arithmetic is the very first thing that you learn in mathematics in primary school. Integer
arithmetic is also the very first thing you learn here. Integer is a Latin word that means “whole” or

25
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“intact.” The integers include all whole numbers and negative numbers and zero, without fractions and
decimals.

In many programming languages, there are different integer datatypes with different ranges. In
Java, a byte is an integer datatype with range −27..27 − 1, a short has range −215..217 − 1, an int
has range −231..231−1, and long has range −263..263−1, for example. The draft for the C17 standard
for the C programming language lists five signed and five unsigned integer types, plus several ways to
extend them [224]. The different integer types of both languages have different ranges and sizes, and
the programmer must carefully choose which she needs to use in which situation.

Python 3 only has one integer type, called int . This type has basically an unbounded range. The
Python 3 interpreter will allocate as much memory as is needed to store the number you want.1

3.2.1 Integer Arithmetics

Now, what can we do with integer numbers? We can add, subtract, multiply, divide, modulo divide,
and raise them to powers, for example.

In Figure 3.1, you can find some examples for this. Like back in Section 2.4.3, press Ctrl + Alt +

T under Ubuntu Linux or press q + R , type in cmd , and hit under Microsoft Windows to open
a terminal. After entering python3 and hitting Enter , we can begin experimenting with integer maths.
The lines with Python commands in the console begin with >>> , whereas the result is directly output
below them without prefix string.

In the very first line of Figure 3.1, we enter 4 + 3 and hit Enter . The result is displayed on the next
line and, as expected, is 7 . We then attempt to multiply the two integers 7 and 5 by typing 7 * 5
and hitting Enter . The result is 35 .

Python does not just support normal arithmetics as you have learned it in school, it also follows the
operator precedence rules. If we type in 4 + 3 * 5 , it will compute 4 + (3 ∗ 5) = 4 + 15 = 19 and,
hence, print 19 . We can also use parentheses and type in (4 + 3)* 5 , which will be evaluated as, well
(4 + 3) ∗ 5 = 7 ∗ 5 = 35, and we get 35 . Integers can be signed, so typing 4 - -12 yields Python16.
Parentheses can be arbitrarily nested, so we can also compute ((4 + 3)* (4 - -12)- 5) * 3 , which
evaluates to ((7 ∗ 16)− 5) ∗ 3 = (112− 5) ∗ 3 = 107 ∗ 3 = 321.

Division is a bit tricky in programming in general and in Python as well. There are two kinds of
division in Python: Integer division, denoted by // and fractional division, denoted as / .

32 // 4 yields 8 , because 4 fits 8 times into 32 . 33 // 4 , 34 // 4 , and 35 // 4 all still yield 8 ,
as 4 completely fits 8 times into these numbers (leaving some remainder left over). 36 // 4 then
finally yields 9 . The results of the integer division operator // are always also ints .

Fractional division, however, returns float values, which we will explore in the next section (Sec-
tion 3.3) in detail. For now, let’s just say that they can represent fractional parts (to a limited precision),
which is denoted by having a Python. in the text output of the numbers. Computing 32 / 4 thus
yields 8.0 , 33 / 4 gives us 8.25 , 34 / 4 yields 8.5 , 35 / 4 results in 8.75 , and, finally, 36 / 4
returns 9.0 . Notice that the result of this division operator is always a floating point number, even if
the number itself is an integer.

Best Practice 2 Always be careful with which division operator you use for ints . If you need
an integer result, make sure to use // . Remember that / always returns a float (and see
Best Practice 3), even if the result is a whole number.

Now above we have said that 33 // 4 yields the integer 8 . The remainder of this operation can be
computed using the modulo division operator % , i.e., by typing 33 % 4 , which yields 1 . We also find
that 34 % 4 yields 2 , 35 % 4 gives us 3 , and 36 % 4 is 0 .

As you will find in Figure 3.2, integers can also be raised to a power. For example, 27 is expressed as
2 ** 7 in Python (and yields 128). 7 ** 11 , i.e., 711 gives us 1 977 326 743 and shows as 1977326743
in the output.

In most programming languages such as Java and C, the largest integer type available off the shelf
is 64 bits wide. If it is signed (can have negative values) like Java’s long , it has range −263..263 − 1.

1Ok, the range is not actually unbounded, it is bounded by the amount of memory available on your computer. . .
. . . but for all intents and purposes within this book, we can assume that int ≡ Z.
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> 4 + 3
7
>>> 7 * 5
35
>>> 4 + 3 * 5
19
>>> (4 + 3) * 5
35
>>> 4 - -12
16
>>> ((4 + 3) * (4 - -12) - 5) * 3
321
>>> 32 // 4
8
>>> 33 // 4
8
>>> 34 // 4
8
>>> 35 // 4
8
>>> 36 // 4
9
>>> 32 / 4
8.0
>>> 33 / 4
8.25
>>> 34 / 4
8.5
>>> 35 / 4
8.75
>>> 36 / 4
9.0
>>> 33 % 4
1
>>> 34 % 4
2
>>> 35 % 4
3
>>> 36 % 4
0
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.1: Examples for Python integer math in the console, part 1 (see Figure 3.2 for part 2).

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> 2 ** 7
128
>>> 7 ** 11
1977326743
>>> 2 ** 63
9223372036854775808
>>> 2 ** 64
18446744073709551616
>>> 2 ** 1024
17976931348623159077293051907890247336179769789423065727343008115773267580550096
31327084773224075360211201138798713933576587897688144166224928474306394741243777
67893424865485276302219601246094119453082952085005768838150682342462881473913110
540827237163350510684586298239947245938479716304835356329624224137216
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.2: Examples for Python integer math in the console, part 2 (see Figure 3.1 for part 1).
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8 + 4 + 2

0*24 + 1*22+ 1*23 + 1*21

+ 1

+ 1*20

15

16 + 4 + 2

1*24 + 1*22+ 0*23 + 1*21 + 0*20

22

15

22

31or

15

22

6and

15

22

25xor

| & ^

1 011 0

1 011 0 1 011 0 1 011 0

01111

01111

11001

01111

00110

01111

11111

Figure 3.3: Examples for how integer numbers are represented as bit strings in the computer (upper
part) and for the binary (bitwise) operations and, or, and exclusive or (often called xor).

An unsinged 64 bit integer type, such as unsigned long long in C, would have range 0..264 − 1. In
Python we can compute 263 (2 ** 63), namely 9 223 372 036 854 775 808, and 264 (2 ** 64), which
is 18 446 744 073 709 551 616. These are very large numbers and the latter one would overflow the
range of the standard integer types of Java and C. However, we can also keep going and compute
2 ** 1024 , which is such a huge number that it wraps four times in the output of our Python console
in Figure 3.2! Python integers are basically unbounded. However, the larger they get, the more memory
they need and the longer it will take to compute with them.

3.2.2 Operations on Bit Strings

First Time Readers and Novices: You are encouraged to skip over this section. This
section is about integers numbers from the perspective of bit strings and the bit string based
operations that we can apply to them. If you are learning programming, then this part is not
important now. You can circle back to it later.

All integer numbers can be represented as bit strings. In other words, a number z ∈ Z can be
expressed as b020 + b121 + b222 + b323 + b424 . . . , where the bi-values each are either 0 or 1. Then,
. . . b4b3b2b1b0 is a bit string. If we represent integers with such strings of five bits, then the number 1
would have representation 00001, because it is equivalent to 20. In in Figure 3.3, we illustrate that the
number 22 would be 10110 because 22 = 24 + 22 + 21 and the number 15 would correspond to 01111,
as 15 = 23 + 22 + 21 + 20.

We can obtain the binary representation of integer numbers as text using the bin function in
Python. As shown in Figure 3.4, bin(22) yields ’0b10110’ . Here, the 0b prefix means that the
following number is in binary representation. We can also enter numbers in binary representation in
the console. Typing 0b10110 corresponds to the number 22 . Similarly, bin(15) yields ’0b1111’ and
entering 0b1111 into the console corresponds to entering the number 15 .

In Python, we can compute the bitwise (i.e., binary) or, and, as well as the and exclusive or of this
binary representation of integers using the | , & , and ^ operators, respectively. Binary or returns an
integer in which all bits are set to 1 which were 1 in either of its two operands. 22 | 1 yields 23 , because
the bit with value 1 is not set in 22 and the binary or sets it (effectively adding 1 to 22). The slightly
more comprehensive example 22 | 15 sketched in Figure 3.3 gives us 31 , because 22 = 24 + 22 + 21

and 15 = 23 + 22 + 21 + 20, which | combines to 31 = 24 + 23 + 22 + 21 + 20, i.e., each power of 2
that occurred in either of the two operands is present in the result. bin(31) yields ’0b11111’ .

Binary and returns the integer where only the bits remain 1 that were 1 in both operands. Applying
binary and instead of or, i.e., doing 22 & 1 results in 0 , because, as said before, the bit 20 is not set
in 22. 22 & 15 , yields 6 , because only 22 and 21 appear both in 22 and 15. Thus, bin(6) corresponds
to ’0b110’ .

The exclusive or, which is often called xor, will set a bit to 1 if it is 1 in exactly one of the two
operands. Therefore, 22 ^ 1 gives 23 , since only the bit with value 20 is set in 1 and the other bits
that are 1 in 22 are not. 22 ^ 15 yields 25 , because 24, 23, and 20 occur only once in the two operators
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> bin(22)
'0b10110'
>>> 0b10110
22
>>> bin(15)
'0b1111'
>>> 0b1111
15
>>> 22 | 15
31
>>> bin(31)
'0b11111'
>>> 22 & 15
6
>>> bin(6)
'0b110'
>>> 22 ^ 15
25
>>> bin(25)
'0b11001'
>>> 22 << 1
44
>>> bin(44)
'0b101100'
>>> 22 >> 2
5
>>> bin(5)
'0b101'
>>> hex(22)
'0x16'
>>> 0x16
22
>>> oct(22)
'0o26'
>>> 0o26
22
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.4: Examples for the binary representation of integers and the operations that apply to it.

(whereas 22 and 21 occured in both of them). This is confirmed by typing bin(25) , which results in
’0b11001’ .

Finally, we can also shift bit strings to the left or right by i places. The former corresponds to
multiplying with 2i, the latter is the same as an integer division by 2i. Shifting 22 by one bit position
to the left – which is done by entering 22 << 1 – therefore results in 44 . We already know that bin(22)
is ’0b10110’ and so it comes at no surprise that bin(44) is ’0b101100’ (notice the additional 0 that
appeared on the right hand side). Shifting 22 by two bit positions to the right – which is done by
entering 22 >> 2 – results in 5 . The 10 on the right hand side of the binary representation disappeared,
as bin(5) is ’0b101’ .

Besides the binary representation of integer numbers, which is to the basis 2, there also exists
the hexadecimal representation (base 16) and the octal representation (base 7). We can obtain the
hexadecimal representation of 22 by computing hex(22) and get 0x16 , which corresponds to 1 ∗ 161 +
6 ∗ 1 = 22. We can also enter hexadecimal numbers in the console like 0x16 , which yields 22 . The
octal representation of 22 is obtained as oct(22) , which produces 0o26 , which, in turn, corresponds
to 2 ∗ 81 + 6. Similarly, this octal number can be entered as 0o26 . With this, our excursion into binary
maths ends and we now welcome back all first-time readers.

3.2.3 Summary

In conclusion, the integer type int represents whole numbers. Integers can be positive or negative or
zero. All the primitive mathematical operations like addition, subtraction, multiplication, and division
that you learned in school can be applied to integers. The normal arithmetic precedence rules (that
you also have learned in school) apply. Parentheses can be used to group operations. Finally, Python
also provides the same binary logic operators, working on the bit string representation of integers, that
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........................................................................................

1 bit 11 bits 52 bits

T
(trailing significand field)

E
(biased exponent)

S
(sign)

051526263

Figure 3.5: The structure of an 64 bit / double precision IEEE Standard 754 floating point number [129,
136].

you may or or may not know from other programming languages as well.

3.3 Floating Point Numbers

In the previous section, we have discussed integers in Python. One of the very nice features of the
Python 3 language is that integers can basically become arbitrarily large. There is only the single type
int and it can store any integer value, as long as the memory of our computer is large enough.

In an ideal world, we would have a similar feature also for real numbers. However, such a thing
cannot be practically implemented. You will certainly remember the numbers π ≈ 3.141 592 653 590 . . .
and e ≈ 2.718 281 828 459 . . . from highschool maths. They are transcendental [97, 145, 195], i.e.,
their fractional digits never end and nobody has yet detected an orderly pattern in them. Since these
numbers are “infinitely long,” we would require infinitely much memory to store them if we wanted
to represent them exactly. So we don’t and neither does Python. We cannot really represent the real
numbers R exactly in the memory of our computers.

3.3.1 How Floating Point Numbers Work

But how does it work in Python? How can we deal with the fact that we cannot dynamically represent
fractional numbers exactly even in typical everyday cases? With float , Python offers us one type
for fractional numbers. This datatype represents numbers usually in the same internal structure as
doubles in the C programming language [196], which, in turn, internally have a 64 bit IEEE Standard
754 floating point number layout [129, 136]. The idea behind this standard is to represent both very
large numbers, like 10300 and very small numbers, like 10−300. In order to achieve this, the 64 bits are
divided into three pieces, as illustrated in Figure 3.5.

First Time Readers and Novices: You just need to understand that floats have limited
precision. You can jump right to the next section.

The first part, the so-called significand or mantissa, consists of 52 bits, represents the digits of the
number. 52 bits can represent 52 log2 10 ≈ 15 to 16 decimal digits, meaning that we can represent
numbers to a precision of about 15 digits. If we would just use 52 bits, then this would limit us to
represent numbers maybe from 0 to 252− 1 at a resolution of 1. Of course, we could also choose some
other resolution, say 0.001. In this case, we could represent numbers from 0 to 0.001 ∗ (252 − 1) and
the smallest non-zero number would be 0.001 instead of 1. Whatever fixed resolution we would choose,
it would be good in some cases and bad in others.

Therefore, the second part of the 64 bit floating point number representation comes into play:
The 11 bits of the exponent represent a power of 2 which is multiplied to the significand to get the
actual number. In order to allow us to have both small and large numbers, this value must be able
represent positive and negative exponents. Therefore, the stored value of the exponent is taken and
a bias of 1023 is subtracted. Thus, a stored value of 2000 in the exponent fields leads to an actual
exponent of 1050 − 1023 = 27, which would mean that the significand is multiplied with 227, i.e.,
134 217 728.

Finally, the sign bit in the floating point number dataformat indicates whether the number is positive
or negative. Together, this allows us to represent numbers from 2.225 073 858 507 201 4 ∗ 10−308 to
1.797 693 134 8623 157 ∗ 10308 with a resolution of approximately 15 digits. Of course, the same range
also applies to negative numbers and 0 can be represented as well. Indeed, there are even special
floating point values for infinity and errors. But more about this later.

Luckily, you will never really need to know these exact information. The important thing to re-
member is: Floating point numbers can represent a wide range of different values. Their range is
large but still limited. They can represent integers and fractions. However, their accuracy is always
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tweise@weise-laptop:~$ python3

Python 3.12.3 (main, Nov 6 2024, 18:32:19) [GCC 13.2.0] on linux

Type "help", "copyright", "credits" or "license" for more information.

>>> 6 / 3

2.0

>>> 1.0 + 7

8.0

>>> 5 - 3.6

1.4

>>> 2 * 3.0

6.0

>>> 6.5 % 2

0.5

>>> 3.3 ** 0.5

1.816590212458495

>>> ((3.4 * 5.5) - 1.2) ** (4.4 / 3.3)

45.43432339119718

>>> from math import pi, e

>>> pi

3.141592653589793

>>> e

2.718281828459045

>>> 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1

0.9999999999999999

>>> 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1 + 0.1 - 1.0

-1.1102230246251565e-16

>>> from math import sin, cos, tan, log

>>> sin(0.25 * pi) ** 2

0.4999999999999999

>>> cos(pi / 3)

0.5000000000000001

>>> tan(pi / 4)

0.9999999999999999

>>> log(e ** 10)

10.0

>>> from math import asin, acos, atan

>>> asin(sin(0.925))

0.9250000000000002

>>> acos(cos(-0.3))

0.30000000000000016

>>> atan(tan(1))

1.0

>>> exit()

tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.6: Basic arithmetics with floating point numbers in Python.

limited to about 15 digits. In other words, regardless whether your float stores a very large or a
very small number, you can have at most 15 digits of precision. For example, adding 1 to 1016 would
still yield 1016, because only 15 digits are “stored” and the 1 will just “fall off.” You cannot represent
numbers arbitrarily precisely [98].

3.3.2 Floating Point Arithmetic

Floating point numbers in Python can be distinguished from ints by having a decimal dot in their text
representation, i.e., 5.0 is a float and 5 is an int . Let us now look at some examples for the basic
arithmetic operations available for floats in Figure 3.6.

We already learned that the division operator / always yields a float result. Therefore 6 / 3 yields
2.0 instead of 2 .

The normal arithmetic operations like addition, subtraction, multiplication, division, and powers all
work with floats as expected. Remember, however, that if float and int numbers are mixed, the
results are always floats . Thus, 1.0 + 7 gives us 8.0 and 2 * 3.0 yields 6.0 . In other words, if
one float occurs somewhere in an expression, it will “infect” everything that it touches to become a
float too, even if the result could be represented as int . Some results cannot be integers anyway, for
example 5 - 3.6 evaluates to 1.4 . The remainder (the modulo) of a division can also be computed
for floating point numbers. The remainder of the division of 6.5 by 2, i.e., 6.5 % 2 is 0.5 .
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The square root of 3.3 can be computed as 3.30.5. We can write this as 3.3 ** 0.5 , which
yields 1.816590212458495 . This brings us back to the previous section:

√
3.3 is not actually

1.816 590 212 458 495. It is an irrational number [19, 244] and irrational numbers cannot be ex-
pressed as fractions of integer numbers (by definition, otherwise they would be rational numbers).
Since they cannot be expressed as integer fractions, we cannot write them down exactly in any way
like 1 816 590 212 458 495...

1 000 000 000 000 000... , regardless of how large a denominator we would pick. Hence, we cannot rep-
resent them exactly using discrete binary values of our computer’s memory. Hence, the floating point
representation cuts off somewhere. And this somewhere is after 15 decimal places.

We can of course also write and compute more complex mathematical expressions.
((3.4 * 5.5)- 1.2)** (4.4 / 3.3) corresponds to ((3.4∗5.5)−1.2)

4.4
3.3 and yields 45.43432339119718 .

This is again not an exact value but a rounded value. We always need to keep this in mind.
Let us recall our initial example of the transcendental irrational numbers π and e. Certainly,

these are very important constants that would be used in many computations. We can make them
accessible in our code by importing them from the math module.2 This can be done by typing
from math import pi, e . When we then type pi and e , we can get to see their value in floating
point representations: 3.141592653589793 and 2.718281828459045 , respectively. Again, these are not
the exact values, but they are as close as we can get in this format.

Surprisingly, we do not necessarily need irrational or transcendental numbers to experience this
cut-off. There is no way to write down all the digits of fractions like 1

7 as decimals. We always need to
cut off somewhere, e.g., we could write 0.14285714285714285, but that is not exactly the same as 1

7 .
As we discussed before, floating point numbers are stored in a binary format, i.e., represented by bits.
In the binary system, we encounter this problem already for fractions like 1

10 = 0.1 [98]. Essentially,
we could write 1

10 ≈
1
24 + 1

25 + 1
28 + 1

29 + 1
212 + 1

213 + 1
216 + . . . , but we would never quite get there.

This means that 0.1 cannot be exactly represented as float . Therefore, adding it up ten times also
does not exactly equal 1. Indeed, adding 0.1 ten times and then subtracting 1.0 from the result
yields -1.1102230246251565e-16 . So even for “completely normal” numbers, floating point arithmetics
may already cost us (a very tiny little bit of) precision.

Anyway, back to the constants π and e. Alone, they are not that much useful, but if you reach back
into your high school days again, you will remember many interesting functions that are related to them.
Let us import a few of them, again from the math module, via from math import sin, cos, tan, log .
I think you can guess what these functions do.

From high school, you may remember that sin π
4 =

√
2

2 and thus sin2 π
4 = 0.5. Let us compute

this in Python by doing sin(0.25 * pi)** 2 . Surprisingly, we get 0.4999999999999999 instead of
0.5 . The reason is again the limited precision of float , which cannot represent

√
2

2 exactly. Similarly,
cos π

3 = 1
2 but cos(pi / 3) yields 0.5000000000000001 and tan π

4 expressed as tan(pi / 4) returns
0.9999999999999999 instead of 1. Then again, these values are incredibly close to the exact results.
They are off by less than 10−15 so for all practical concerns, they are close enough. Sometimes, we
even get the accurate result, e.g., when computing ln(e10) by evaluating log(e ** 10) , which results
in 10.0 .

As final example of floating point arithmetics, let us import the inverse trigonometric functions by
doing from math import asin, acos, atan . Obviously, arcsin sin 0.925 should be 0.925. Calculating
asin(sin(0.925)) indeed yields 0.9250000000000002 . Due to the periodicity of the trigonometric func-
tions, arccos cos−0.3 is 0.3 and acos(cos(-0.3)) results in 0.30000000000000016 . For arctan tan 1
we even get the exact result 1.0 by computing atan(tan(1)) .

Best Practice 3 Always assume that any float value is imprecise. Never expect it to be
exact [17, 223].

Due to the limited precision, it could be that you add two numbers c = a + b but then find that
c − a ̸= b, because some digit was lost. This is obvious when adding a very small number to a very
large number. We only have about 15 digits, so doing something like 1020 + 1 will usually work out to
just be 1020 in floating point arithmetics [223]. But digits could also be lost when adding numbers of
roughly the same scale, because their sum could just be larger so that the 15-digit-window shifts such
that the least-significant digit falls off [17]. . .

2We will learn about these mechanism in detail later on.
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> round(0.4)
0
>>> round(0.5)
0
>>> round(0.6)
1
>>> round(1.4)
1
>>> round(1.5)
2
>>> from math import floor, trunc, ceil
>>> floor(0.4)
0
>>> floor(0.5)
0
>>> floor(0.6)
0
>>> floor(-0.4)
-1
>>> trunc(0.4)
0
>>> trunc(0.6)
0
>>> trunc(-0.4)
0
>>> trunc(-0.6)
0
>>> ceil(0.4)
1
>>> ceil(-11.1)
-11
>>> ceil(-11.6)
-11
>>> ceil(11.6)
12
>>> trunc(11.6)
11
>>> int(0.9)
0
>>> int(-0.9)
0
>>> int(11.6)
11
>>>

tweise@weise-laptop: ~

Figure 3.7: Rounding float values to int values.

3.3.3 Back to Integers: Rounding

We already learned that a single float value inside a computation that otherwise uses ints basically
forces the whole result to become a float as well. But maybe sometimes we want to have an int as
result. Therefore, we need a “way back” from float to int . Python offers several functions for this.

The first and maybe most common one is round . This function accepts a float and rounds it
to the nearest integer. If two integer numbers are equally close, it rounds it to the one that is even.
This can be very surprising, as we learned in school that x.5 should be rounded to x + 1. This will
only happen with round if x + 1 is even. We find examples for the behavior of round in Figure 3.7.
round(0.4) yields the integer 0 , as expected. round(0.5) returns 0 as well, which one may not expect
– but 0 is even and 1 would be odd. round(0.6) gives us the integer 1 . If we compute round(1.4) ,
we still get 1 . However, doing round(1.5) gives us 2 . This is because 2 is even.

Three more common functions to turn floats to ints are given in the math module. We can
import them via from math import floor, trunc, ceil . (Again, we will learn later how import
actually works. For now, just accept that it makes some functions available.)

floor rounds the float it receives to the nearest integer which is less than or equal to. floor(0.4) ,
floor(0.5) , and floor(0.6) all yield 0 . floor(-0.4) gives us -1 .

trunc just discards any fractional digits and only returns the integer part of a number. Hence,
trunc(-0.6) , trunc(-0.4) , trunc(0.4) , and trunc(0.6) all yield 0 .

Finally, ceil rounds to the nearest integer which is greater than or equal to its argument. ceil(0.4)
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β γ ≡ α
A.BCDEFG. . . e+HIJ ≡ A.BCDEFG. . . ∗ 10HIJ

A.BCDEFG. . . e-HIJ ≡ A.BCDEFG. . . ∗ 10−HIJ

-A.BCDEFG. . . e+HIJ ≡ −A.BCDEFG. . . ∗ 10HIJ

-A.BCDEFG. . . e-HIJ ≡ −A.BCDEFG. . . ∗ 10−HIJ

Figure 3.8: The structure of the scientific notation for floating point numbers in Python, which represent
a value α in the form β ∗ 10γ .

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> 0.001
0.001
>>> 0.0001
0.0001
>>> 0.00009
9e-05
>>> 1_000_000_000_000_000.0
1000000000000000.0
>>> 9_000_000_000_000_000.0
9000000000000000.0
>>> 9_999_999_999_999_999.0
1e+16
>>> 10_000_000_000_000_000.0
1e+16
>>> 10.0 ** 200
1e+200
>>> -(10.0 ** -200)
-1e-200
>>> 2.1 ** -300.1
2.0044242594658263e-97
>>> 10.0 ** 200.1
1.2589254117941507e+200
>>> 2e5
200000.0
>>> 2.34e10
23400000000.0
>>> 2.3456e16
2.3456e+16
>>> -12e30
-1.2e+31
>>> 0.023e-20
2.3e-22
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.9: Examples for the scientific notation in Python.

yields 1 and -0.4 results in 0 . ceil(-11.1) and ceil(-11.6) both result in 11 . ceil(11.6) gives
us 12 .

You can also try to directly convert any datatype (that supports it) to an int . This works by
simply putting it as argument to the function int . With floats , this works exactly as invoking trunc :
int(0.9) and int(-0.9) both give us 1 . 11.6 yields 11 .

With this, we have several ways to turn floats to ints . However, especially with the function
round , we need to be careful. It does not work as one would expect!

3.3.4 The Scientific Notation

Earlier on, we wrote that floats can represent numbers as large as 10300 or as small as 10−300. This
leads to the question how it would print such values on the console and how we can read them. While
it would be hugely impractical to write a 1 followed by 300 zeros to represent 10300, it would also be
wrong. We also already know the reason for this: A float is accurate to 15 decimals. So basically,
the first 15 zeros would be correct, but the values of the other digits are actually undefined.

Python, like many programming languages, solves this problem by using the scientific notation for
floating point numbers. It uses this notation for any (absolute) float value smaller than 10−4 or
larger than or equal to 1016. Such numbers α are then represented in the form β ∗ 10γ (such that
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β ∗ 10γ = α, obviously). Since we cannot write this so nicely in a console, a lowercase e takes the
place of the 10 and β and γ are written as normal text. In order to make sure that each number α has
unique representation, it is defined that α must have exactly one non-zero leading digit, which may be
followed by a decimal dot and then a fractional part. This notation is illustrated in Figure 3.8. This
notation only applies to floats , not ints .

In Figure 3.9 we provide some examples for this notation. When we write 0.001 or 0.0001 in a
Python console, the output is still this same number. However, 0.00009 is presented as 9e-05 , which
stands for 9 ∗ 10−5.Did you know that you are allowed to insert underscores (_) anywhere in a number
(int or float)as a visual aid [32]? If not, you know now.

Best Practice 4 If you need to specify large integers or floats, using underscores (_) to sepa-
rate groups of digits can be very helpful [32]. For example, 37_859_378 is much easier to read
than 37859378 .

We can write 1015 as float by typing 1_000_000_000_000_000.0 . This equals the much less
readable 1000000000000000.0 . We can do the same for 9 ∗ 1015 by writing 9_000_000_000_000_000.0
and get 9000000000000000.0 . However, if we write 9_999_999_999_999_999.0 , something interesting
happens: We get 1e+16 , i.e., 1016. This is because of the limited precision of the floating point
numbers, namely the 15 digits often mentioned above. We cannot distinguish 1016 and 1016 − 1 when
using Python’s floats . Indeed, writing 10_000_000_000_000_000.0 also yields 1e+16 .
This notation can also show really big numbers. For example 10200, i.e., 10.0 ** 200 , shows up as
1e+200 . The really really small number −10−200 in turn, computed via -(10.0 ** -200) , is denoted
as -1e-200 .

The numbers are always scaled such that they begin with non-zero digit followed by the fractional
part separated with a decimal dot, if need be. Examples for this are 2.1 ** -300.1 which yields
2.0044242594658263e-97 and 10.0 ** 200.1 , which turns up as 1.2589254117941507e+200 .

Of course, you can also input numbers in scientific notation. If you write 2e5 , this turns into
200000.0 . Of course, the number is stored as a float internally and this float does not know from
which kind of text it was created. When it is turned back into text, it becomes a “normal number,”
because it is less than 1016. And so does 2.34e10 , which becomes 23400000000.0 . 2.3456e16 however
indeed remains 2.3456e16 .

You can even violate the scientific notation a bit when entering numbers if you feel naughty. -12e30 ,
for example, would better be written as -1.2e+31 , which the Python console will do for you in its output.
Similarly, 0.023e-20 becomes 2.3e-22 .

3.3.5 Limits and Special Floating Point Values: Infinity and “Not a Number”

We already learned that the floating point type float can represent both very small and very large
numbers. But we also know that it is internally stored as chunk of 64 bits. So its range must be
somehow finite. What happens if we exceed this finite range?

First the easy part: We said that Python can store very small numbers, like 10−300, in the float
datatype. But how small really? Finding this out from the documentation is actually not so easy.
Luckily, Java uses the same standard for its class Double . In its documentation [56], we find that
the minimum value is 2−1074, which is approximately 4.940 656 458 412 465 44 ∗ 10−324. So we would
expect the smallest possible floating point value in Python to also be in this range.

In Figure 3.11, we take a look what happens if we approach this number. We use the scientific
notation and begin to print the number 1e-323 (which is 10−323). This number is correctly represented
as float and shows up in the console exactly as we wrote it. However, if we go a bit smaller and enter
9e-324 , which is 9 ∗ 10−324 = 0.9 ∗ 10−323, we find that it again shows up in the console as 1e-323 .
This is because the number is already subnormal [129, 136], i.e., uses only a few of the significand bits.
The full precision of 15 digits is no longer available at this small scale. Thus 9e-324 and 1e-323 map
to the same float . Converting this float to text yields ’1e-323’ . The same happens for 8e-324 ,
which also maps to 1e-323 . 7e-324 , however, is the same as 5e-324 . Matter of fact, 6e-324 , 5e-324 ,
4e-324 , and 3e-324 all map to this same float .

It turns out that this number is already the smallest float that can be represented: 2e-324
simply becomes 0.0 . This value is simply too small to be represented as a 64 bit / double precision
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> 1e-323
1e-323
>>> 9e-324
1e-323
>>> 8e-324
1e-323
>>> 7e-324
5e-324
>>> 6e-324
5e-324
>>> 5e-324
5e-324
>>> 4.94065645841246544e-324
5e-324
>>> 4e-324
5e-324
>>> 3e-324
5e-324
>>> 2e-324
0.0
>>> 1e-324
0.0
>>> 0 == 3e-324
False
>>> 0 == 2e-324
True
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.10: What happens with very small floating point numbers in Python?

IEEE Standard 754 floating point number [129, 136]. The text 2e-324 that we enter into the Python
console will therefore be translated to the float 0.0 . The comparison 2e-324 == 0.0 therefore results
in True , while 3e-324 == 0.0 is still False .3 So we learned what happens if we try to define very
small floating point numbers: They become zero.

But what happens to numbers that are too big for the available range? Again, according to the nice
documentation of Java, the maximum 64 bit double precision floating point number value is (2−2−52)∗
21023 ≈ 1.797 693 134 862 315 708 · · ·∗10308. We can enter this value as 1.7976931348623157e+308 and
it indeed prints correctly in Figure 3.11. If we step it up a little bit and enter 1.7976931348623158e+308 ,
due to the limited precision, we again get 1.7976931348623157e+308 . However, if we try enter-
ing 1.7976931348623159e+308 into the Python console, something strange happens: The output
is inf . -1.7976931348623159e+308 gives us -inf . Multiplying this value by two, i.e., computing
-1.7976931348623157e+308 * 2 , still yields -inf . Intuitively, based on its name, one would assume
that inf stands for “infinity” or ∞. However, it actually means too big to represent as float or ∞. If
we enter numbers that are too big or exceed the valid range of float by multiplication, addition, sub-
traction, or division, we simply get inf . This does not actually mean “mathematical infinity,” because,
while -1.7976931348623159e+308 is very big, it is not infinitely big. It simply means that the number
is too big to put it into a 64 bit float .

Actually, the int type can represent larger numbers easily. 1.7976931348623157e+308 is equivalent
to 17_976_931_348_623_157 * 10 ** 292 . This prints as a number with many zeros. Multiplying it
with 1.0 yields a float with value 1.7976931348623157e+308 , exactly as expected. If we try a number
ten times as large, i.e., 17_976_931_348_623_157 * 10 ** 293 , this is no problem with the int . But
we can no longer convert it to a float by multiplying with 1.0 . Trying to do that with a ten times
larger number, i.e., computing 17_976_931_348_623_157 * 10 ** 293 * 1.0 leads to an exception:
The output is OverflowError: int too large to convert to float . An exception terminates the
current flow of execution and signals an error. Later in Chapter 9, we will learn what Exceptions
actually are and how to handle them properly and in Section 9.3.4, we will circle back to exactly this
OverflowError .

The important thing to realize is that an overflow of a float may either lead to the inf value
or to an error that stops your computation from continuing. As another example, let us again im-
port the natural logarithm function log and the Euler’s constant e from the math module by doing
from math import e, log . We now can compute the natural logrithm from the largest possible float

3See Section 3.4 for more information on comparisons and the bool datatype with its values True and False .
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> 1.7976931348623157e+308
1.7976931348623157e+308
>>> 1.7976931348623158e+308
1.7976931348623157e+308
>>> 1.7976931348623159e+308
inf
>>> -1.7976931348623159e+308
-inf
>>> -1.7976931348623157e+308 * 2
-inf
>>> 17_976_931_348_623_157 * 10 ** 292
17976931348623157000000000000000000000000000000000000000000000000000000000000000
00000000000000000000000000000000000000000000000000000000000000000000000000000000
00000000000000000000000000000000000000000000000000000000000000000000000000000000
000000000000000000000000000000000000000000000000000000000000000000000
>>> 17_976_931_348_623_157 * 10 ** 292 * 1.0
1.7976931348623157e+308
>>> 17_976_931_348_623_157 * 10 ** 293
17976931348623157000000000000000000000000000000000000000000000000000000000000000
00000000000000000000000000000000000000000000000000000000000000000000000000000000
00000000000000000000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000000000
>>> 17_976_931_348_623_157 * 10 ** 293 * 1.0
Traceback (most recent call last):

File "<stdin>", line 1, in <module>
OverflowError: int too large to convert to float
>>> from math import e, log
>>> log(1.7976931348623157e+308)
709.782712893384
>>> e ** 709.782712893384
1.7976931348622053e+308
>>> e ** 709.782712893385
Traceback (most recent call last):

File "<stdin>", line 1, in <module>
OverflowError: (34, 'Numerical result out of range')
>>> 1 / 1.7976931348623157e+308
5.562684646268003e-309
>>> 1 / 1.7976931348623159e+308
0.0
>>> from math import inf
>>> inf == 1.7976931348623159e+308
True
>>>

tweise@weise-laptop: ~

Figure 3.11: What happens with very large floating point numbers in Python?

via log(1.7976931348623157e+308) . We get 709.782712893384 . Raising e to this power by doing
e ** 709.782712893384 leads to the slightly smaller number 1.7976931348622053e+308 due to the
limited precision of the float type. However, if we try to raise e to a slightly larger power, and, for
example, try to do e ** 709.782712893385 , we again face an OverflowError .

We can also try to divide 1 by the largest float and do 1 / 1.7976931348623157e+308 . The result is
the very small number 5.562684646268003e-309 . However, if we divide 1 by 1.7976931348623159e+308 ,
we get 0.0 . The reason is that 1.7976931348623159e+308 becomes inf and 1 / inf is 0.0 .

Finally, inf also exists as constant in the math module. We can import it via from math import inf .
And indeed, since the text 1.7976931348623159e+308 is parsed to a float value of inf , we find that
1.7976931348623159e+308 == inf yields True .

list Now, inf not actually being ∞ is a little bit weird. But it can get even stranger, as you will
see in Figure 3.12. inf is a number which is too big to be represented as float or ∞. So it is natural
to assume that inf - 1 remains inf and that even inf - 1e300 remains inf as well. However, what
is inf - inf? Mathematically speaking, this is very dodgy and ∞−∞ as such is not a thing. Or not
a number . Or nan , which stands for, well, Not a Number.

nan means that the result of a computation is neither a finite number or infinite. It is the result
of shenanigans such as inf - inf or inf / inf . A nan value anywhere in a computation infects the
result of the computation to also become nan . nan + 1 remains nan and so does nan + inf .

The value nan is different from any value. nan == 1 is False and nan != 1 is True (!= checks
for inequality). While all other float values are equal to themselves and – therefore – not different from
themselves. Thus 1 != 1 is obviously False . In floating point mathematics, inf == inf is True and
inf != inf is False4. However, nan is really different from really anything. Therefore, nan == nan
is False and nan != nan is True !

4Mathematicians may have mixed feelings about proclaiming that ∞ = ∞ holds while ∞−∞ is undefined. . .
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> from math import inf
>>> inf - 1
inf
>>> inf - 1e300
inf
>>> inf - inf
nan
>>> inf / 1e300
inf
>>> inf / inf
nan
>>> from math import nan
>>> nan + 1
nan
>>> nan + inf
nan
>>> nan == 1
False
>>> nan != 1
True
>>> 1 != 1
False
>>> nan == nan
False
>>> nan != nan
True
>>> inf == inf
True
>>> inf != inf
False
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.12: Not a Number, i.e., nan .

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Nov 20 2023, 15:14:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> from math import isfinite, isinf, isnan, nan, inf
>>> isfinite(1e34)
True
>>> isfinite(inf)
False
>>> isfinite(nan)
False
>>> isinf(0.3)
False
>>> isinf(-inf)
True
>>> isnan(0.3455)
False
>>> isnan(inf)
False
>>> isnan(nan)
True
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.13: Checking for nan and inf via isfinite , isinf , and isnan .
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Either way, the possible occurrence inf and nan in floating point computations is a cumbersome
issue. If we want to further process results of a computation, we often want to make sure that it is
neither inf nor -inf nor nan . This can be done via the function isfinite , which we can import
from the math module, as you can see in Figure 3.13. 1e34 is a large number, but isfinite(1e34) is
certainly True . isfinite(inf) and isfinite(nan) are both False . The function isinf , again from
the math module, checks if a float is infinite. isinf(0.3) is therefore False whereas isinf(-inf)
is True . Finally, we can check whether a float is nan via the isnan function from the math module.
isnan(0.3455) and isnan(inf) are both False , whereas isnan(nan) is True .

3.3.6 Summary

In many situations, integer numbers are the way to go, for example when we count things or add
discrete quantities. However, fractional numbers are also very common and we encounter them all the
time in our daily life. Fractional numbers can be represented by the float datatype in Python.

Python offers us the very cool feature that basically arbitrary integer numbers can be represented
by the int datatype. We can store very large numbers and are only limited by the memory available
on our computer. Very large integer numbers are, however, something of a corner case . . . they do
not happen often.

Real numbers in R are a whole different beast. They include irrational numbers like
√

2 and
transcendental numbers like π. These numbers are needed often and they have infinitely many fractional
digits. Thus, there is no way to exactly represent them in computer memory exactly. Another problem
is that we may need both very large numbers like 10300 and very small numbery like 10−300.

Floating point numbers [115], provided as the Python datatype float , solve all of these problems
(to some degree). They offer a precision of about 15 digits for a wide range of large and small numbers.
15 digits are more than enough for most applications. Many functions for floating point numbers, like
logarithms and trigonometric functions, are offered by the math module.

Floating point numbers can be converted back to integers via rounding or truncating. Since writing
out numbers such as 5.235212 in their full length would waste a lot of space and also make no sense,
since only the highest 15 digits are actually stored and the rest would be random nonsense, the scientific
notation was developed. It would represent this number as 5.235e+212 , which is quite readable if you
know that the e in eXXX here just means 10XXX.

However, when one deals with floating point numbers, a set of nasty problems can occur. For
example, it could happen that we want to represent a number which is just too big of the available
range. This number would be rendered as inf , which stands for both mathematical infinity ∞ and,
well, “too big to be represented”. In some cases, computations that would exceed the available range
may also raise an OverflowError , which simply terminates them (we learn about this later). Numbers
which are too tiny, on the other hand, simply become 0 . Finally, there are also situations where the
result of a computation is neither too big nor too small and, yet, not an actual number. For example,
a way to make mathematicians cry would be to try to compute inf - inf or inf / inf . The result is
then nan , i.e., “Not a Number”. The value nan has the interesting property that it is (to my knowledge)
the only native Python value which is different from itself, i.e., nan != nan . The math module offers
a set of functions to check whether a value is finite (isfinite), infinite (isinf), or nan (isnan).

When doing floating point computations, these are the issues that you should aware about. The
precision and range is limited and strange things happen at these limits.

3.4 Boolean Values

Before, we already mentioned comparisons and their results, which can either be True or False . These
two values constitute another basic datatype in Python: bool . They are fundamental for making
decisions in a program, i.e., for deciding what to do based on data.

3.4.1 Comparisons

In the sections on floats and ints , we learned how to do arithmetics with real and integer numbers.
You have learned these operations already in preschool. However, before you learn to calculate with
numbers, you learned how to compare them. If we compare two numbers, the result is either True , if
the comparison works our positively, or False , if it does not. Python supports six types of comparison:
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> 6 == 6
True
>>> 6 != 6
False
>>> 6 > 6
False
>>> 6 >= 6
True
>>> 6 < 6
False
>>> 6 <= 6
True
>>> 5 == 6
False
>>> 5 != 6
True
>>> 5 > 6
False
>>> 5 >= 6
False
>>> 6 > 5
True
>>> 6 >= 5
True
>>> 5 < 6
True
>>> 5 <= 6
True
>>> 6 <= 5
False
>>> 5.5 == 5
False
>>> 5.0 == 5
True
>>> 3 < 4 < 5 < 6
True
>>> 5 >= 4 > 4 >= 3
False
>>> type(True)
<class 'bool'>
>>> type(5 == 5)
<class 'bool'>
>>>

tweise@weise-laptop: ~

Figure 3.14: The results of basic comparisons are instances of bool .

• equal: a = b corresponds to a == b ,

• unequal: a ̸= b corresponds to a != b ,

• less-than: a < b corresponds to a < b ,

• less-than or equal: a ≤ b corresponds to a <= b ,

• greater-than: a > b corresponds to a > b , and

• greater-than or equal: a ≥ b corresponds to a >= b .

How to use these operators is illustrated in Figure 3.14. It shows that 6 == 6 yields True , while 6 != 6
yields False . The expression 6 > 6 gives us False , but 6 >= 6 is True . 6 < 6 is also False while
6 <= 6 is, of course, True . While 5 > 6 is not True , 6 > 5 is. It is also possible to compare floating
point numbers with integers and vice versa. 5.5 == 5 is False , while 5.0 == 5 is True .

Comparisons can also be chained: 3 < 4 < 5 < 6 is True , because 3 < 4 and 4 < 5 and 5 < 6 .
5 >= 4 > 4 >= 3 , however, is False , because while 5 >= 4 and 4 >= 3 , it is not true that 4 > 4 .

If we check the type of True , it yields <class ’bool’> , i.e., bool . The result of the expression
5 == 5 is a bool as well.

When talking about comparisons, there is one important, counter-intuitive exception to recall: The
nan floating point value from Section 3.3.5. In Figure 3.12, we learned that nan == nan is False and
nan != nan is True . This is the only primitive value (to my knowledge) which is not equal to itself.
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a b a and b
False False False
False True False
True False False
True True True

(3.15.1) The truth table for the logical con-
junction (logical and): a and b .

a b a or b
False False False
False True True
True False True
True True True

(3.15.2) The truth table for the logical
disjunction (logical or): a or b .

a not a
False True
True False

(3.15.3) The truth table for
the logical negation (logical
not): not a .

Figure 3.15: The truth tables for the Boolean operators and , or , and not .

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> False and False
False
>>> False and True
False
>>> True and False
False
>>> True and True
True
>>> False or False
False
>>> False or True
True
>>> True or False
True
>>> True or True
True
>>> not True
False
>>> not False
True
>>> (True or False) and ((False or True) or (False and False))
True
>>> (5 < 4) or (6 < 9 < 8)
False
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.16: The bool values can be combined with the Boolean logical operators and , or , and not .

3.4.2 Boolean Operators

The most common operations with Boolean values are the well-known Boolean logical operators and ,
or , and not . Their truth tables are illustrated in Figure 3.15.

• A Boolean conjunction, i.e., and , is True if and only both of its operands are also True and
False otherwise, as shown in Figure 3.15.1.

• A Boolean disjunction, i.e., and , is True if at least one of its two operands is True and False
otherwise, as shown in Figure 3.15.2.

• The Boolean negation, i.e., not , is True if its operand is False . Otherwise, it is False , as shown
in Figure 3.15.3.

In Figure 3.16 we explore these three operators in the Python console. You can see
that the operations can be used exactly as in the truth tables and yield the expected re-
sults. Additionally, you can of course nest and combine Boolean operators using paren-
theses. For example, (True or False)and ((False or True)or (False and False)) resolves to
True and (True or False) , which becomes True and True , which ultimately becomes True . You can
also combine Boolean expressions like comparisons using the logical operators: (5 < 4)or (6 < 9 < 8)
will be resolved to (False)or (False) , which becomes False .



CHAPTER 3. SIMPLE DATATYPES AND OPERATIONS 42

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> "Hello World!"
'Hello World!'
>>> 'Hello World!'
'Hello World!'
>>> "Hello" + ' ' + "World"
'Hello World'
>>> len("Hello")
5
>>> "Hello"[0]
'H'
>>> "Hello"[1]
'e'
>>> "Hello"[2]
'l'
>>> "Hello"[3]
'l'
>>> "Hello"[4]
'o'
>>> "Hello"[5]
Traceback (most recent call last):

File "<stdin>", line 1, in <module>
IndexError: string index out of range
>>> "Hello"[6]
Traceback (most recent call last):

File "<stdin>", line 1, in <module>
IndexError: string index out of range
>>> "Hello"[-1]
'o'
>>> "Hello"[-2]
'l'
>>> "Hello"[-3]
'l'
>>> "Hello"[-4]
'e'
>>> "Hello"[-5]
'H'
>>> "Hello"[-6]
Traceback (most recent call last):

File "<stdin>", line 1, in <module>
IndexError: string index out of range
>>> "Hello"[0:3]
'Hel'
>>> "Hello"[1:3]
'el'
>>> "Hello"[2:]
'llo'
>>> "Hello"[1:-2]
'el'
>>> "Hello"[:-2]
'Hel'
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.17: Specifying string literals and indexing its characters.

3.4.3 Summary

Boolean values are very easy to understand and deal with. They can either be True or False . They can
be combined using and , or , and not . And, finally, they are the results of comparison operators. Later,
we will learn that Boolean decisions form the foundation for steering the control flow of programs.

3.5 Text Strings

The fourth important datatype in Python are text strings. Text strings are sequences of characters of
an arbitrary length. In Python, they are represented by the datatype str . Indeed, we have already used
it before, even in our very first example program back that simply printed "Hello World" in Listing 2.1
in Section 2.3. "Hello World" is such a text string.
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3.5.1 Basic String Operations

As Figure 3.17 shows, there are two basic ways to specify a text string literal: Either enclosed by double
quotes, e.g., "Hello World!" or enclosed by single quotes, e.g., ’Hello World!’ . The quotation marks
are only used to delimit the strings, i.e., to tell Python where the string begins or ends. They are not
themselves part of the string.

Best Practice 5 When defining a string literal, the double-quotation mark variant ("...")
may be preferred over the single-quotation mark variant (’...’); see also Best Practice 6.

One basic operation is string concatenation: "Hello"+ ’ ’ + "World" concatenates the three strings
"Hello" , " " , and "World" . The result is "Hello World" . Notice how the singe space character string
is needed, because "Hello"+ "World" would just yield "HelloWorld" .

Strings are different from the other datatypes we have seen so far. They are sequences, meaning
that they are linear arrays composed of elements. These elements are the single characters, which
correspond to letters, numbers, punctuation marks, white space, etc.

One basic set of things that we can do with strings is to extract these single characters. First, we
need to know the length of a string. For this purpose, we can invoke the len function: len("Hello")
is 5 , because there are five characters in “Hello”. len("Hello World!") would give us 12 , because
"Hello" has five characters, "World!" has six characters (the "!" does count!) and there is the single
space character in the middle, so 5 + 6 + 1 = 12. By the way, the empty string "" has length 0 , i.e.,
len("") yields 0 .

Knowing the length of a string, we can now safely access its single characters. These characters are
obtained using the square brackets [] with the character index inbetween. The character indexes start
at 0. Therefore, "Hello"[0] returns the first character of "Hello" as a str , which is "H" . "Hello"[1]
returns the second character, which is "e" . "Hello"[2] returns the third character, which is "l" .
"Hello"[3] gives us the second "l" . Finally, "Hello"[4] gives us the fifth and last character, namely
"o" . If we would try to access a character outside of the valid range of the string, say "Hello"[5] ,
this results in an IndexError . We learn later what errors are and how to handle them – for now, it
is sufficient to know that they will stop your program. And rightly so, because "Hello" has only five
characters and accessing the sixth one is not possible and would have an undefined result.

Negative indices, however, are permitted: The index -1 just means “last character”, so "Hello"[-1]
yields the string "o" . The index -2 then refers to the “second-to-last character”, so "Hello"[-2] gives
us "l" . The third character from the end, accessed via index -3 , is again "l" . "Hello"[-4] gives us
"e" and "Hello"[-5] gives us "H" . Of course, using a negative index that would bring us out of the
string’s valid range, such as -6 , again yields an IndexError .

We can also obtain whole substrings by using index ranges, where the inclusive starting index and
the exclusive end index are separated by a : . In other words, applying the index [a:b] to a string results
in all characters in the index range from a to b - 1 . Doing this is called string slicing . "Hello"[0:3]
yields a string composed of the characters at positions 0, 1, and 2 inside "Hello" , i.e., "Hel" . The end
index is always excluded, so the character at index 3 is not part of the result. If we do "Hello"[1:3] ,
we get "He" , because only the characters at indices 1 and 2 are included. If we do not specify an end
index, then everything starting at the start index until the end of the string is included. This means
that "Hello"[2:] will return all the text starting at index 2, which is "llo" . We can also use negative
indices, if we want. Therefore, "Hello"[1:-2] yields "el" Finally, we can also omit the start index, in
which case everything until right before the end index is returned. Therefore, "Hello"[:-2] will return
everything from the beginning of the string until right before the second-to-last character. This gives
us "Hel" . We will discussing slicing again later when discussing lists in Section 5.1.

Besides concatenating and extracting substrings, the str datatype supports many other operations.
Here, we can just discuss the few most commonly used ones.

There are several ways to check whether one string is contained in another one. The first method
is to use the in keyword. As Figure 3.18 shows, "World"in "Hello World!" yields True , as it checks
whether "World" is contained in "Hello World!" , which is indeed the case. "Earth"in "Hello World!"
is False , because "Earth" is not contained in "Hello World!" .

Often, however, we do not just want to know whether a string is contained in another one, but also
where it is contained. For this, the find method exists. "Hello World!".find("World") tries to find
the position of "World" inside "Hello World!" . It returns 6 , because the “W” of “World” is the seventh
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> "World" in "Hello World!"
True
>>> "Earth" in "Hello World!"
False
>>> "Hello World!".find("World")
6
>>> "Hello World!".find("world")
-1
>>> "Hello World!".find("l")
2
>>> "Hello World!".find("l", 3)
3
>>> "Hello World!".find("l", 4)
9
>>> "Hello World!".find("l", 10)
-1
>>> "Hello World!".rfind("l")
9
>>> "Hello World!".rfind("l", 0, 9)
3
>>> "Hello World!".rfind("l", 0, 3)
2
>>> "Hello World!".rfind("l", 0, 2)
-1
>>> "Hello World!".replace("Hello", "Hi")
'Hi World!'
>>> "Hello Hello World!".replace("Hello", "Hi")
'Hi Hi World!'
>>> " Hello World! ".strip()
'Hello World!'
>>> " Hello World! ".lstrip()
'Hello World! '
>>> " Hello World! ".rstrip()
' Hello World!'
>>> "Hello World!".lower()
'hello world!'
>>> "Hello World!".upper()
'HELLO WORLD!'
>>> "Hello World!".startswith("hello")
False
>>> "Hello World!".startswith("Hello")
True
>>> "Hello World!".endswith("Hello")
False
>>> "Hello World!".endswith("World!")
True
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.18: Some more basic string operations.

character in this string and the indices are zero-based. Trying to find the "world" in "Hello World!"
yields -1 , however. -1 means that the string cannot be found. We learn that string operations are
case-sensitive: "World"!= "world" would be True . We also learn that we need to be careful not to
use the result of find as index in a string directly before checking that it is >= 0 ! As you have learned,
-1 is a perfectly fine index into a string, even though it means that the string we tried to find was not
found.

Sometimes, the text we are looking for is contained multiple times in a given string. For example,
"Hello World!".find("l") returns 2 , because “l” is the third character in the string. However, it is
also the fourth character in the string. find accepts an optional second parameter, namely the starting
index where the search should begin. "Hello World!".find("l", 3) begins to search for "l" inside
"Hello World!" starting at index 3. Right at that index, the second “l” is found, so that 3 is also
returned. If we search for another “l” after that, we would do "Hello World!".find("l", 4) , which
returns index 9, identifying the “l” in “World”. After that, no more “l” can be found in the string, so
"Hello World!".find("l", 10) results in a -1 .

While find returns the first occurrence of a string in the supplied range, we sometimes want
the last occurrence instead. If we want to search from the end of the string, we use rfind .
"Hello World!".rfind("l") gives us 9 directly. If we want to search for the “l” before that one,
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> str(23)
'23'
>>> str(23.5)
'23.5'
>>> str(1 < 5) + " is True and " + str(1 + 5) + " = 6."
'True is True and 6 = 6.'
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.19: The str function converts objects to strings.

we need to supply an inclusive starting and exclusive ending index of the range to be searched.
"Hello World!".rfind("l", 0, 9) searches for any “l” from index 8 down to 0 and thus re-
turns 3 . "Hello World!".rfind("l", 0, 3) gives us 2 and since there is no “l” before that,
"Hello World!".rfind("l", 0, 2) yields -1 .

Another common operation is to replace substrings with something else.
"Hello World!".replace("Hello", "Hi") replaces all occurrences of “"Hello"” in “Hello World”
with “Hi”. The result is "Hi World!" and "Hello Hello World!".replace("Hello", "Hi") becomes
"Hi Hi World!" .

Often, we want to remove all leading or trailing whitespace characters from a string. The
strip function does this for us: " Hello World! ".strip() returns "Hello World!".strip() , i.e.,
the same string, but with the leading and trailing space removed. If we only want to remove the
spaces on the left-hand side, we use lstrip and if we only want to remove those on the right-hand
side, we use rstrip instead. Therefore, " Hello World! ".lstrip() yields "Hello World! " and
" Hello World! ".rstrip() gives us " Hello World!" .

In alphabet-based languages, we usually can distinguish between uppercase characters, such as “H”
and “W”, and lowercase, such as “e”, “l”, and “o”. The method lower transforms all characters in a
string to lowercase and upper translates them to uppercase instead. Thus "Hello World!".lower()
returns hello world! whereas "Hello World!".upper() yields "HELLO WORLD!" .

As final functions, we can check whether a string begins or ends with another, we can use
startswith and endswith , respectively. "Hello World!".startswith("hello") is False whereas
"Hello World!".startswith("Hello") is True . "Hello World!".endswith("Hello") is False , too,
but "Hello World!".endswith("World!") is True .

Of course, these were just a small selection of the many string operations available in Python. You
can find more in the official documentation [276].

3.5.2 The str Function and f-strings

We now have learned the basic operations that can process strings. However, we did not yet learn one
essential thing: How can we convert an object, like an int or float value to a str? Very often, we
want to perform some complicated calculation that produces a number and then print this number.

In Python, you can convert many different objects to strings by passing them to the function
str . As Figure 3.19 shows, passing the integer number 23 to str , i.e., invoking str(23) , yields the
string "23" . Similarly, invoking str with the float value 23.5 produces the string "23.5" .

We can of course concatenate the results of such computations to form more comprehensive texts:
str(1 < 5)+ " is True and "+ str(1 + 5)+ "= 6." produces "True is True and 6 = 6." , because
1 < 5 evaluated to True , which is converted to a string, and 1 + 5 gives us 6 , which, too, is converted
to a string. However, converting data to strings like this is rather tedious.

Let us therefore discuss a very powerful and much more convenient gadget in Python’s string
processing toolbox: format strings, or f-strings for short [37, 99, 183, 263]. An f-string is like a normal
string, except that it starts with f" instead of " . And, most importantly, it can contain other data
and even complete expressions inside curly braces ({...}) which are then embedded into the string.

In Figure 3.20, we first consider the f-string f"{12345678901234}is a really big integer."5.
5The code that formats my inline Python examples sometimes eats spaces after { or }. Therefore, some of the strings

https://docs.python.org/3/library/stdtypes.html#textseq
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tweise@weise-laptop:~$ python3

Python 3.12.3 (main, Nov 6 2024, 18:32:19) [GCC 13.2.0] on linux

Type "help", "copyright", "credits" or "license" for more information.

>>> f"{12345678901234} is a really big integer."

'12345678901234 is a really big integer.'

>>> f"12345678901234 with thousand separator ',' is {12345678901234:,}."

"12345678901234 with thousand separator ',' is 12,345,678,901,234."

>>> f"{12345678901234} in hexadecimal notation is {12345678901234:x}."

'12345678901234 in hexadecimal notation is b3a73ce2ff2.'

>>> f"{12345678901234} in 0x-hexadecimal notation is {12345678901234:#x}."

'12345678901234 in 0x-hexadecimal notation is 0xb3a73ce2ff2.'

>>> f"{1234567890} in binary notation is {1234567890:b}."

'1234567890 in binary notation is 1001001100101100000001011010010.'

>>> f"{1234567890} in 0b-binary notation is {1234567890:#b}."

'1234567890 in 0b-binary notation is 0b1001001100101100000001011010010.'

>>> f"{5} + {4} = {5 + 4}"

'5 + 4 = 9'

>>> from math import pi

>>> f"pi is approximately {pi}."

'pi is approximately 3.141592653589793.'

>>> f"pi rounded to two decimals is {pi:.2f}."

'pi rounded to two decimals is 3.14.'

>>> f"1/321 as percentage with 2 decimals is {1/321:.2%}."

'1/321 as percentage with 2 decimals is 0.31%.'

>>> f"1.2345533e6 with thousand separator and 1 decimal is {1.2345533e6:,.1f}."

'1.2345533e6 with thousand separator and 1 decimal is 1,234,553.3.'

>>> from math import sin

>>> f"sin(0.25pi) is approximately {sin(0.25*pi):.5f}."

'sin(0.25pi) is approximately 0.70711.'

>>> f"{1.2359817e12} is {1.2359817e12:e} and approximately {1.2359817e12:.3g}."

'1235981700000.0 is 1.235982e+12 and approximately 1.24e+12.'

>>> f"Single braces without expression: {{ and }}."

'Single braces without expression: { and }.'

>>> f"{5 + 4 = }"

'5 + 4 = 9'

>>> f"{23 * sin(2 - 5) = }"

'23 * sin(2 - 5) = -3.245760185376946'

>>> exit()

tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.20: Python f-strings in action.

This is basically a normal string, except that it contains an integer value. The opening curly brace (“{”)
right at its beginning signifies that some Python expression will begin which must be translated to a
string. The actual expression, 12345678901234 is just a really big integer. The closing curly brace (“}”)
signifies the end of the expression. The Python interpreter evaluates all expressions inside such curly
braces inside the f-string and then turns their results to strings (and removes the curly braces). This pro-
cess is called (string) interpolation. f"{12345678901234}is a really big integer." simply becomes
f"12345678901234 is a really big integer."

This first example was not very spectacular. But f-strings offer us several interesting means to
format data. For example, we can add some formatting specifiers after the expression, separated
by : . If our expression evaluates to an int , then we can specify a “thousand separator” after the : .
In western languages, it is usually to group the digits of large numbers in groups of 3. In Chinese,
they tend to use groups of 4 instead. To the best of my knowledge, we can only specify thou-
sand separators, thought. This separator will be placed every three digits in the generated text.
As example, f"12345678901234 with thousand separator ’,’ is {12345678901234:,}." turns into
"12345678901234 with thousand separator ’,’ is 12,345,678,901,234." .

Back in Section 3.2.2, we learned that integers can also be represented in hex-
adecimal and binary format. f-strings conveniently offer this out-of-the-box, we just
need to add a :x or a :b format specifier to the expression, respectively. For exam-
ple, the f-string f"{12345678901234}in hexadecimal notation is {12345678901234:x}."
becomes "12345678901234 in hexadecimal notation is b3a73ce2ff2." and the
f-string f"{1234567890}in binary notation is {1234567890:b}." is turned to
"1234567890 in binary notation is 1001001100101100000001011010010." . We can also add

presented here may look a bit off. In Figure 3.20, they are printed correctly, though.
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the 0x and 0b prefixes to the generated number strings by using the :#x and :#b format specifiers in-
stead. Let us use the same examples again but instead with the #-prefixes in the format specifiers. The
hexadecimal variant f"{12345678901234}in 0x-hexadecimal notation is {12345678901234:#x}."
then becomes "12345678901234 in 0x-hexadecimal notation is 0xb3a73ce2ff2." . The bi-
nary formatting string f"{1234567890}in 0b-binary notation is {1234567890:#b}." turns into
"1234567890 in 0b-binary notation is 0b1001001100101100000001011010010." .

But f-strings allow us to do even more. They can contain complete Python expressions.
f"{5} + {4} = {5 + 4}" is evaluated to "5 + 4 = 9" .

We can also access constants and variables from within the f-string. Let us again import
the constant π from the math module by doing from math import pi . We can print it as
string by typing f"pi is approximately {pi}." into the Python console. The result is the string
"pi is approximately 3.141592653589793."

In many situations, we do not want to see the full float value with all available signifi-
cant digits. We can round it to two decimals by adding the .2f format specifier. Three dig-
its would be .3f and so on. . . Anyway, f"pi rounded to two decimals is {pi:.2f}." gives us
"pi rounded to two decimals is 3.14." .

Sometimes, we want to present a floating point value as a percentage. For example, 1
321 =

0.003115265 ≈ 0.31%. How can we convert such value to a nice string? By using the :.2%
format specifier, which gives us a percentage with two decimals. :.4% would yield three deci-
mals, and so on. . . Therefore f"1/321 as percentage with 2 decimals is {1/321:.2%}." turns into
"1/321 as percentage with 2 decimals is 0.31%." .

We can also combine thousand separators and rounding to decimals. The format specifier ,.1f will
use the comma “,” as thousand separator and print a floating point number rounded to one decimal. The
f-string f"1.2345533e6 with thousand separator and 1 decimal is {1.2345533e6:,.1f}." thus is
evaluated to "1.2345533e6 with thousand separator and 1 decimal is 1,234,553.3." .

Let us also insert a floating point arithmetic expression in an f-string. We therefore im-
port the sine function sin from the math module via from math import sin . The f-string
f"sin(0.25pi)is approximately {sin(0.25*pi):.5f}." computes the expression sin(0.25*pi) and
presents its result rounded to five decimals via the :.5f format specifier. It therefore becomes
"sin(0.25pi)is approximately 0.70711." .

We can also use the scientific notation. The format speciier :e simply prints a
number in scientific notation back from Section 3.3.4. :.3g uses scientific notation,
but only presents three digits, whereas :.4g would present four digits, and so on. . .
f"{1.2359817e12}is {1.2359817e12:e}and approximately {1.2359817e12:.3g}." prints the same
number three times. First, it is simply rendered as normal float value, then it is rendered in sci-
entific notation, and then it is rendered in scientific notation, but rounded to three digits. This gives
us "235981700000.0 is 1.235982e+12 and approximately 1.24e+12." .

The keen reader may have encountered a question at this stage: “What do I do if I want to include
a curly brace, say { or } inside my f-string?” Well, if you include a single brace, it would be interpreted
as start or end of an expression. If the following text makes sense as expression, it will be interpreted.
If not, an error will occur. Either way, the curly brace would disappear. The solution is simple: If you
need “{”, just write “{{”. It will be interpreted as a single “{” brace. If you need “}”, just write “}}”.
It will be interpreted as a single “}” brace. f"Single braces without expression: {{and }}." simply
becomes "Single braces without expression: {and }."

As final example, let us look at a very cool ability of f-strings. Often, we want to print an expression
together with its result [125]. Earlier, we wrote f"{5} + {4} = {5 + 4}" is evaluated to "5 + 4 = 9" .
What we actually wanted to print was the expression 5 + 4 together with its result. This can be done
much easier: We can simply write f"{5 + 4 = }" , which, too is evaluated to "5 + 4 = 9" The more
complex f"{23 * sin(2 - 5)= }" becomes "23 * sin(2 - 5)= -3.245760185376946" . One cool fea-
ture of this kind of expression-to-string conversation is that you can add the other format specifiers we
discussed earlier after the = . For example, you could write f"{23 * sin(2 - 5)= :.2f}" and then the
.2f format would be applied to the result of the expression, i.e., you would get "23 * sin(2 - 5)= -3.25"
as the result of the extrapolation.

You are now able to convert the results of your computations to nice text.
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> int("1111")
1111
>>> int("0x1111", 16)
4369
>>> int("0b1111", 2)
15
>>> float("2.233e4")
22330.0
>>> float("0.1123")
0.1123
>>> float("inf")
inf
>>> float("nan")
nan
>>> bool("True")
True
>>> bool("False")
True
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.21: Converting strings to other datatypes.

3.5.3 Converting Strings to other Datatypes

While converting the other datatypes to strings is important to produce output, converting strings to
the other datatypes is also important. If our programs accept input from the console, the command
line, or from text files, we need to somehow translate these input strings to whatever datatype we
actually need. Luckily, the datatypes we have discussed so far conveniently provide functions for doing
so, and these functions are named like the datatypes themselves.

Figure 3.21 shows that we can convert the string "1111" to an integer 1111 simply by passing it
to the function int . If we want to convert hexadecimal-formatted text such as the string "0x1111"
instead, we need to tell the int function that the basis for conversion is 16. Doing int("0x1111", 16)
yields 4369 , because 1+ 161 + 162 + 163 = 1+ 16+ 256+ 4096 = 4369. Similarly, if we have a string
in binary annotation, we pass 2 as second parameter to int . Calling int("0b1111", 2) returns 15 ,
because 1 + 2 + 4 + 8 = 15.

We can also convert strings to floating point numbers by using the float function. This works
for scientific notation (float("2.233e4") yields 22330.0) as well as for “normal” floating point num-
bers (float("0.1123") yields the float 0.1123). The float function also extends the special values
that a floating point value can take one. Consequently, float("inf") gives us inf and float("nan")
returns nan .

Finally, the function bool converts the strings "True" and "False" to True and False , respectively.
With this, you are also able to convert strings to data that you can use as input for your computations.

3.5.4 Escaping Characters

First Time Readers and Novices: This section tells you how to include special characters in
strings that you otherwise could not include, like quotation marks. You can skip this section
and circle back to it when you need it.

The last example of f-strings brought up an interesting topic: “What do we do if we want to use a
character in a string which we cannot use?” For example, if our string is delimited with double quotation
marks " , then we cannot put the character “ "” into it, because it would then be interpreted as the
end of the string. On the other hand, if our string is delimited with single quotation marks ’ , then
we cannot put the character “ ’” into it, because it would then be interpreted as the end of the string.
Well, you can say, if I need a double quotation mark, then I will delimit my string with single quotation
marks and vice versa. This is all good as long as you do not need both single and double quotation
marks inside the string.

The answer to this problem is escaping . The idea is very simple: If we need a certain quotation
mark, then we simply put a backslash (“\”) before it. The backslash tells the Python interpreter that
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> print("\"")
"
>>> print("\'")
'
>>> print("\\")
\
>>> print("\"\'\\")
"'\
>>> print("Hello\nWorld!")
Hello
World!
>>> print("Hello\r\nWorld!")
Hello
World!
>>> print("The horizontal tab is like a bigger space: '\t'.")
The horizontal tab is like a bigger space: ' '.
>>> print("Hello\
... World!")
HelloWorld!
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.22: Escaping special characters in Python strings.

the next character should be considered as a normal character and not be interpreted as any special
character, like a string delimiter.

In Figure 3.22, we present several strings with escape sequences. For clarity reasons, we pass them
to the print function to output them, which means that they show up undelimited in the console. A
double quotation mark can be printed as print("\"") , i.e., as a string which is delimited and that then
contains the escape sequence \". It then shows up as " in the output. A single quotation mark can
be printed as print("\’") , i.e., via the escape sequence \'. It appears as ’ in the output.

If the use the backslash character “\” to escape characters which may otherwise have some special
meaning . . . then what do we do if we need a backslash inside of a string? Easy: We escape it.
The escape sequence “\\” is converted to a single backslash and print("\\") writes \ to the output.
Knowing these sequences, we can now try to print("\"\’\\") . The result printed to the output then
is "’\ .

Another situation where escape sequences are nice is when we want to have strings that span over
multiple lines. The newline sequence “\n” represents a “newline character” which causes the console
to skip to the next line. print("Hello\nWorld!") will first print Hello , then end the current line and
begin a new line, and then print World! . Notice that the newline character sequence “\n” is used in
Linux and similar systems, whereas Microsoft Windows uses “\r\n”. Under Python, both always work,
regardless under which operating system you are working, and you should always use “\n”. However,
only for the sake of completeness, I include the example print("Hello\r\nWorld!") as well, which
produces the same output as print("Hello\nWorld!") .

You probably have pressed the tabulator key on your keyboard at some time in the past. It
produces something like a “longer space”. If you want to include a horizontal tabulator in a string, the
escape sequence “\t” is your friend: print("The horizontal tab is like a bigger space: ’\t’.")
yields The horizontal tab is like a bigger space: ’ ’. .

Finally, a backslash can also escape an actual newline in your string. If you have a string that is too
long to write on a single line but you do not want to have a linebreak inside the actual string, you can
simply put a backslash, hit Enter , and continue the typing the string. The linebreak will then be ignored
entirely. Therefore, if you print print("Hello\ , hit Enter , and then continue to write World!") , this
produces the output HelloWorld! .

Escape sequences allow us to write arbitrary text in strings. We already learned the sequences “{{”
and “}}” that were designed for f-strings only. The backslash-based escape sequence we discussed in
this section work for both f-strings and normal strings.
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tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> print("""This is a multi-line string.
... I can hit enter to begin a new line.
... This linebreak is then part of the string.""")
This is a multi-line string.
I can hit enter to begin a new line.
This linebreak is then part of the string.
>>> print(f"""This is a multi-line f-string.
... It can contain expressions like {(5 ** 7) / 3123:.2f}
... or {(5 < 9) and ((5.5 / 3) < (2 * 11))}.""")
This is a multi-line f-string.
It can contain expressions like 25.02
or True.
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.23: Examples for multi-line strings.

3.5.5 Multi-Line Strings

Before we discussed that strings in Python are delimited either by " or ’ on each side. However, we can
actually delimit them also delimit them with three quotation marks on each side, i.e., with either """
or ’’’ . Such string delimiters are used for multi-line strings. In such strings, you can insert linebreaks
by hitting Enter completely normally. You can use the escape sequences from the previous section as
well. The main use case are docstrings, which we will discuss later, see, e.g., Best Practice 16.

Best Practice 6 When defining a multi-line string literal, the double-quotation mark vari-
ant ("""...""") is usually preferred over the single-quotation mark variant (’’’...’’’) [108,
302].

Figure 3.23 shows what happens if we print such a multi-line string. We first create the string by
writing the three lines This is a multi-line string. , I can hit enter to begin a new line. , and
This linebreak is then part of the string. . The first line begins with """ and the last one ends
with """ as well. Passing this text to the print function, well, prints exactly this three-line string.

We can also have multi-line f-strings. These then simply start with f""" . The example in Figure 3.23
presents such a multi-line f-string with two expressions for (string) interpolation which spans over three
lines.

3.5.6 Unicode and Character Representation

First Time Readers and Novices: This section is for readers who want to learn how text
is mapped to numbers in order to store it in a computer. First-time readers can safely skip
over it.

The memory of our computers basically stores chunks of bits of certain fixed sizes, say, bytes that
are composed of8 bit each. Usually, these are interpreted as integer numbers. While Python supports
arbitrarily large integers, usually we deal with integers composed of 8 bytes, i.e., 64 bits. The float
datatype in Python is also usually 8 bytes large, but these are interpreted differently in order to facilitate
fractional numbers (see, e.g., Figure 3.5). But how does this work with text?

Well, by mapping characters to numbers. A str is then nothing but a list of these numbers.
The system then knows how to interpret these numbers as characters. Maybe the most well-known
historical mapping is ASCII [5, 295], which, however, contained only latin characters, punctuation marks,
numbers, and some control characters (like the newline and tab characters we learned when discussing
string escaping). Since different languages use different characters, many different mappings have
historically evolved and still exist today. In China, different mappings specialized to Chinese characters
exist additionally, including the historical GB 2312 [60], GBK [53], or the newer GB 18030 [335].
Today, the vast majority of computers and systems understand one common standard that covers all
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\u4f60 \u597d \u3002

Figure 3.24: A subset of the Unicode character table including the Basic Lating characters as well as
some Simplified Chinese characters.

tweise@weise-laptop:~$ python3
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> print("\u4f60\u597d\u3002")
你好。
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.25: “Hello” in Simplified Chinese and entered via Unicode escaped string.

languages: Unicode [138, 284, 294], the most frequently used mapping of characters to numbers.
Therefore, Python uses Unicode as well.

Figure 3.24 illustrates a subset of the Unicode code table, including the Basic Latin characters,
which are basically still compatible with ASCII, and some Simplified Chinese characters. Most Unicode
characters can be identified by a number represented as four hexadecimal digits (mentioned back in
Section 3.2.2). The rows Figure 3.24 are annotated with the first three of these digits and the columns
with fourth and last hexadecimal digits.

Python allows us to enter Unicode characters via a special escape code starting with \u followed by
these four digits. This is very useful. Imagine that you are sharing a program file with some colleagues.
Depending on how their computer encodes text, the Basic Latin characters are usually always interpreted
correctly. But some computers may misinterpret Unicode text as something else because the mix up
the file encoding. If we use the \u-based escape, then we can represent any character as Basic Latin
text sequence. It is also useful if we want to, e.g., enter Chinese text on a machine that does not
have an IME or other corresponding tools, or text in any other kind of language where we do not have
corresponding keys on the keyboard (see, e.g., Listing 4.3 later on).

Anyway, in Figure 3.25, we use the information obtained in Figure 3.24 to print the Chinese text
“Ni Hao.” standing for “Hello.” as unicode escaped string. We found that the character for “Ni” has
unicode number 4f60, “Hao” has 597d, and the big period has 3002. The string "\u4f60\u597d\u3002"
then corresponds to the correct Chinese text.
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tweise@weise-laptop:~$ python3 -W ignore
Python 3.10.12 (main, Mar 22 2024, 16:50:05) [GCC 11.4.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> None
>>> print(None)
None
>>> 1 is None
False
>>> "Hello World!" is None
False
>>> None is None
True
>>> print(print("Hello World!"))
Hello World!
None
>>> type(None)
<class 'NoneType'>
>>> exit()
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 3.26: Examples of using the value None .

3.5.7 Summary

Strings, i.e., instances of str , represent text. Text is obviously an important element of any program,
not just because programs are usually written as text, but because they often receive text as input and
send text back as output as well. Strings are therefore an essential element of programming. They are
basically lists of characters. We can index them, i.e., extract portions of text, we can search inside a
string to check whether and where it contains a certain substring, and we can manipulate strings, e.g.,
by replacing substrings.

It is also important that we can transform data such as ints , floats , or bools to strings. Because we
actually always print them as strings to the console. The user cannot interpret the binary representation
of such data, they only want text. While the function str can convert many different types of objects
to strings, we often want to combine several different pieces of information to an output text. f-strings
are the tool for that. They can render almost arbitrary data as nicely formatted strings and take care
of things such as rounding or inserting thousand separators.

Converting strings to the other datatypes that we have discussed so far can, conveniently, be done
by using functions of the same names: The function int converts its argument string to an instance
of int . The function float converts its argument string to an instance of float . And the function
bool , well, you guess it.

Sometimes we want to include characters in our strings that are dodgy. For example, if our string
is delimited by " marking its begin and end, inserting such a " inside the string would be awkward.
Indeed, the Python interpreter would think that it marks the end of the string and then confuse the
" marking the actual end as the beginning of a new string. Escape sequences solve this problem: We
would just write \" instead of " if we want to insert a double quotation mark inside a string. Multi-line
strings solve the problem that we sometimes want to enter text as strings that, well, spans multiple
lines.

Finally, we learned that strings internally are Unicode character sequences. Unicode is a standard
that maps the characters of all common languages to numbers. We can look up the number corre-
sponding to a character in a Unicode code table. Usually, these are four-digit hexadecimal numbers,
which we can then use with the special \u escape codes in Python. This allows us to basically represent
arbitrary text from arbitrary languages using only the Basic Latin characters.

3.6 None

The last simple type we talk about is the NoneType and its one single value: None . Now you already
learned the type bool which can take on only two different values, True and False . You have also
learned that the type float has a special value called “Not a Number” and written as nan . So let’s
approach this new type from this direction.

None is used in scenarios where we want to specify that something does not have any value. It is
not an integer, float, string, or bool. None is not equivalent to 0 , it is not equivalent to nan , and also
different from the empty string "" . It is just nothing.

Figure 3.26 illustrates some of the things we can do with None . If we write None into the Python
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console, then nothing happens. In the past, we just wrote values, such as 34 and, after we hit Enter ,
they would be printed again. Not so None . If we want to print None , we have to force it by using the
function print . print(None) then indeed prints None .

The value None has many use cases. Unfortunately, most of them we have not yet learned about,
so we will have to circle back to this later. For now, simply imagine that you want to write a program
that step-by-step computes data. Variables that have not yet been computed could be set to None to
signify that. If we had a float , we could try to set it to nan instead, but nan could also be the result
of a computation. None would be much clearer, as no arithmetic calculation could ever return None .

For this to work we need to be able to check whether a value is None . And we can do this using the
operator is .6 1 is None gives us False and so does "Hello World!"is None . None is None , however,
is True .

Also, functions that do not return any result do, in fact, return None . We already learned some
functions. The function len , for example, can be used to compute the length of a string and then
returns this value as int . The function log from the math module computes the natural logarithm
and returns a float . print , however, just prints its parameter to the console . . . and returns nothing.
Well, not nothing. It returns None ! We can test this by doing print(print("Hello World!)) . The
inner print("Hello World!) will print the string "Hello World!" . It will return None . This value None
is then passed into the outer print function, which thus essentially does print(None) and, thus, prints
None to the console. We therefore see two lines of text appear, first Hello World and then None .

The type of None can be determined using the type function and, indeed, is NoneType .
A final use case for None is as default value for optional parameters of functions. But we will learn

this much later. And thus, we conclude our short section about the value None at this point.

3.7 Summary

This section was far more exhausting than what I initially anticipated. I admit that. But I think we
now have a solid understanding of the simple datatypes that Python offers to us and what we can do
with them. We learned about integer numbers and how we can do arithmetics with them. We learned
about floating numbers, which can represent fractions and which are limited in their precision. Boolean
expressions, such as comparisons, can either be True or False . Strings are used to represent text and
we learned how to convert the other types to and from them. Finally, None represents the absense of
any value. Equipped with this knowledge, we now can embark to learn how to write programs that
compute with these datatypes.

6 is is a bit similar to == , but instead of comparing whether the contents of an object are the same, it compares
whether two values reference the same object.



Chapter 4

Variables

We did already learn different simple types in Python as well as basic expressions, such as mathematical
formulas or how to work with strings. We are still relatively far from writing programs, though. Basically,
all we can do is expressions that fit on a single line.

For more complicated computations, we want to store and modify values. For this purpose, variables
exist.

4.1 Defining and Assigning Variables

Like in mathematics, a variable in Python is basically a name with a value assigned to it. You can
define a variable and assign its value by writing name = value . Here, name is the name of the variable
and value be the value that we want to assign to that name.

4.1.1 A Simple Example of Variable Assignment and Comments in the Code

With this, we can now store intermediate results. This allows us, for the first time, two write programs
that perform computations in multiple steps and that consist of multiple lines of code.

Best Practice 7 Comments help to explain what the code in programs does and are a very
important part of the documentation of code. Comments begin with a # character, after which
all text is ignored by the Python interpreter until the end of the current line. Comments can
either occupy a complete line or we insert two spaces after the last code character in the line
and then start the comment [302].

Listing 4.1 shows the source code of such a commented program. This program does not do anything
useful, but it illustrates how variables can be used.

It begins by assigning the int value 1 to a variable named int_var . We could have chosen any
other name as well, as long as it does not contain spaces, e.g., my_value , cow , race_car . But we
chose int_var . The = assigns the value 1 to int_value . As Figure 4.1.1 illustrates, the value 1 will
now be stored somewhere in memory and int_var is a name that points to this memory location.

We can use int_var just like any other value. For example, we can compute 2 + int_var and pass
the result to the print function. This will then print 3 to the stdout of our program. We can also use
int_var in f-strings about which we learned back in Section 3.5.2. f"int_var has value {int_var}."
will render to "int_var has value 1." .

Variables are called variables and not constants because we can change their value. Hence, we
can update int_var and give it a new value. For example, we can do int_var = (3 * int_var )+ 1 .
As sketched in Figure 4.1.2, this will update int_var to now hold the result of the computation
(3 * int_var)+ 1 . In this computation, the current (old) value of int_var is used. It therefore
corresponds to computing (3 * 1)+ 1 , which equals 4 . This value is stored somewhere in memory
and int_var points to it. Doing print(f"int_var is now {int_var}.") will print int_var is now 4.
to the stdout. The value 1 is now no longer referenced. Eventually, the Python interpreter could free
the corresponding memory to use it for something else.

Ofcourse, we can have multiple variables. The command float_var = 3.5 creates a variable
named float_var . It also allocates a piece of memory, writes the floating point value 3.5 into

54
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Listing 4.1: A Python program showing some examples for variable assignments. (stored in
file assignment.py ; output in Listing 4.2)

1 # We define a variable named "int_var" and assign the int value 1 to it.
2 int_var = 1
3
4 # We can use the variable int_var in computations like any other value.
5 print (2 + int_var) # This should print 2 + int_var = 2 + 1 = 3.
6
7 # We can also use the variable in f-strings.
8 print(f"int_var has value {int_var}.") # prints ’int_var has value 1.’
9

10 # We can also change the value of the variable.
11 int_var = (3 * int_var) + 1 # int_var = (3 * 1) + 1 = 4
12 print(f"int_var is now {int_var}.") # prints ’int_var is now 4.’
13
14 float_var = 3.5 # Ofcourse we can also use floating point numbers.
15 print(f"float_var has value {float_var}.") # ’float_var has value 3.5.’
16
17 new_var = float_var * int_var # new_var = 3.5 * 4 = 14.0 <- a float!
18 print(f"{new_var = }.")

↓ python3 assignment.py ↓

Listing 4.2: The stdout of the program assignment.py given in Listing 4.1.
1 3
2 int_var has value 1.
3 int_var is now 4.
4 float_var has value 3.5.
5 new_var = 14.0.

it, and lets float_var point to that piece of memory, as illustrated in Figure 4.1.3. We can use
this variable in an f-string as well: print(f"float_var has value {float_var}.") is interpolated to
"float_var has value 3.5." .

In a final step, we create a third variables with the name new_var by computing
new_var = float_var * int_var . The result is 3.5 * 4 , i.e., 14.0 , float value. Figure 4.1.3
illustrates this variable assignment step. Finally, print(f"new_var = {new_var}.") then prints
new_var = 14.0. .

The standard output stream (stdout) of the complete program is given in Listing 4.2. For your
convenience, we also showed the results when executing the program in PyCharm or the Ubuntu terminal
in Figure 4.2. They are obviously identical.

Notice that we wrote the names of variables in a certain style, which is somewhat standard in
Python programming. For the sake of creating readable code that fits nicely together with code from
other projects. . .

Best Practice 8 Variable names should be lowercase, with words separated by underscores [302].

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/assignment.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/assignment.py
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1

int_var

(4.1.1) int_var = 1

4

1

int_var

(4.1.2) int_var = (3 * int_var)+ 1

3.5

4

int_var

float_var

(4.1.3) float_var = 3.5

14.0

3.5

4

int_var

float_var

new_var

(4.1.4) new_var = float_var * int_var

Figure 4.1: Illustrations of the variable assignments in Listing 4.1 in the same order in which they appear
in the program: Variables are basically names that point to objects which are located somewhere in
memory.
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(4.2.1) The file assignment.py opened in PyCharm. (4.2.2) Left-clicking on Run ‘assignment’ in the pop-up menu
after right-clicking on assignment.py , or directly pressing
Ctrl + + F10 , to run the program.

(4.2.3) The output of the program assignment.py in PyCharm.

tweise@weise-laptop:/tmp$ python3 assignment.py
3
int_var has value 1.
int_var is now 4.
float_var has value 3.5.
new_var = 14.0.
tweise@weise-laptop:/tmp$

tweise@weise-laptop: /tmp

(4.2.4) The output of the program assignment.py in the Ubuntu terminal (which
you can open via Ctrl + Alt + T ).

Figure 4.2: Running the program assignment.py from Listing 4.1 in PyCharm (Figures 4.2.1 to 4.2.3)
or the Ubuntu terminal (Figure 4.2.4).
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4.1.2 LIU Hui’s Method and the Approximation of π

Let us now come to a more serious example. I am not good at mathematics, but I really like mathematics
anyway, so we will go with a mathematics example: approximating π. The number π is the ratio of
the circumference of a circle and its diameter. A we already mentioned before in Section 3.3, it is
transcendental, a never-ending and never-repeating sequence of digits. We can compute it to a certain
precision, e.g., as the float constant pi with value 3.141592653589793 . But we can never really write
it down.

Well, we I say “we can compute it”, then the question “How?” immediately arises. One particularly
ingenious answer was given by the Chinese mathematician LIU Hui (刘徽) somewhere in the third
century AD [199] in his commentary to the famous Chinese mathematics book Jiu Zhang Suanshu (九
章算术) [70, 73, 150, 199, 273]. In Figure 4.3, we show how π, i.e., the ratio of the circumference and
the diameter of a circle can be approximated by inscribing regular e-gons into a circle. The corners of
the e-gons lie on the circle.

We start with a hexagon (e = 6) where the radius r is equal to the radius of the circle. All the
e edges s6 of this hexagon then have length r as well. It is easy to see that the circumference of the
hexagon is U = e∗s6 = 6∗r. The diameter of the circle is D = 2r. Assuming that the circumference of
the hexagon is an approximation of the circumference of the circle, we could approximate π as π ≈ U

D .
For e = 6 edges, this gives us π6 = 6r

2r = 3.
Now this is a very coarse approximation of π. We can get closer to the actual ratio if we would use

more edges, i.e., higher values of e. The ingenious idea of LIU Hui is to use e-gons with e = 3 ∗ 2n.
For n = 1, we get the hexagon with e = 6. For n = 2, we double the edges and have a dodecagon
with e = 12 edges. But how do we get the edge length s12 of this dodecagon?

We can get it from the edge length s6 and radius r of the hexagon. If we use the same six corners
for the hexagon and dodecagon and connect the newly added six corners with the center of the circle,
then these connections will separate each edge of the hexagon exactly in half and do so at a 90◦ angle,
as shown again in Figure 4.3. Here, the new side length s12 is the hypotenuse of a right-angled triangle
with base s6

2 and height y. To get the height y, we can use that r = x+ y and the fact that there is a
second right-angled triangle here, namely the one with base x, height s6

2 , and hypotenuse r. This gives
us x2 +

(
s6
2

)2
= r2. Let’s make things easier by choosing r = 1. We get x2 = 1 −

(
s6
2

)2
= 1 − s6

2

4

and, hence, y = 1−
√

1− s62

4 . With this we can move on to s12
2 = y2 +

(
s6
2

)2, which we can resolve

to s12
2 =

(
1−

√
1− s62

4

)2

+ s6
2

4 . Using (a − b)2 = a2 − 2ab + b2 and applying it to the first term,

we get s12
2 = 1− 2

√
1− s62

4 +
(
1− s6

2

4

)
+ s6

2

4 . This then gives us s12
2 = 2− 2

√
1− s62

4 −
s6

2

4 + s6
2

4 ,

which we can further refine to s12
2 = 2− 2

√
1− s62

4 . We can pull th 2 from outside the root into the

root by multiplying everything inside by 22 = 4 and get s12
2 = 2−

√
4− s6

2. Thus, we have the really
elegant s12 =

√
2−
√

4− s6
2.

As new approximation of π12, we now have 12∗s12
2r = 6∗s12 = 6

√
2−
√

4− s6
2 = 6

√
2−
√

4− 1 =

6
√

2−
√

3 ≈ 3.105828539. This is already quite nice. We can actually repeat this step to get to s24.
And we could continue this process by again doubling the number the edges. Repeating the above

e=12e=6 e=24

...
r

x

y

r

s
12

s
6

Figure 4.3: Approximating the ratio of the circumference and the diameter of a circle, i.e., π, by
inscribing regular 3 ∗ 2n-gons.
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Listing 4.3: A Python program showing several steps of the approximation of π using the method of
LIU Hui. (stored in file pi_liu_hui.py ; output in Listing 4.4)

1 from math import pi, sqrt
2
3 print(f"We use Liu Hui’s Method to Approximate \u03c0\u2248{pi}.")
4 e = 6 # the number of edges: We start with a hexagon , i.e., e=6.
5 s = 1.0 # the side length: Initially 1, meaning the radius is also 1.
6 print(f"{e} edges , side length={s} give us \u03c0\u2248{e * s / 2}.")
7
8 e *= 2 # We double the number of edges ...
9 s = sqrt(2 - sqrt(4 - (s ** 2))) # ... and recompute the side length.

10 print(f"{e} edges , side length={s} give us \u03c0\u2248{e * s / 2}.")
11
12 e *= 2 # We double the number of edges.
13 s = sqrt(2 - sqrt(4 - (s ** 2))) # ... and recompute the side length.
14 print(f"{e} edges , side length={s} give us \u03c0\u2248{e * s / 2}.")
15
16 e *= 2 # We double the number of edges.
17 s = sqrt(2 - sqrt(4 - (s ** 2))) # ... and recompute the side length.
18 print(f"{e} edges , side length={s} give us \u03c0\u2248{e * s / 2}.")
19
20 e *= 2 # We double the number of edges.
21 s = sqrt(2 - sqrt(4 - (s ** 2))) # ... and recompute the side length.
22 print(f"{e} edges , side length={s} give us \u03c0\u2248{e * s / 2}.")
23
24 e *= 2 # We double the number of edges.
25 s = sqrt(2 - sqrt(4 - (s ** 2)))
26 print(f"{e} edges , side length={s} give us \u03c0\u2248{e * s / 2}.")

↓ python3 pi_liu_hui.py ↓

Listing 4.4: The stdout of the program pi_liu_hui.py given in Listing 4.3.
1 We use Liu Hui ’s Method to Approximate π≈3.141592653589793.
2 6 edges , side length =1.0 give us π≈3.0.
3 12 edges , side length =0.5176380902050416 give us π≈3.1058285412302498.
4 24 edges , side length =0.2610523844401031 give us π≈3.132628613281237.
5 48 edges , side length =0.13080625846028635 give us π≈3.139350203046872.
6 96 edges , side length =0.0654381656435527 give us π≈3.14103195089053.
7 192 edges , side length =0.03272346325297234 give us π≈3.1414524722853443.

calculations and observing Figure 4.3, we get the equation:

s2e =

√
2−

√
4− s2

e (4.1)

π2e =
e

2
s2e (4.2)

Now that we have learned some programming, we do no longer need to type the numbers and com-
putation steps into a calculator. Instead, we can simply write them into a program, as illustrated
in Listing 4.3. We begin by setting the number of edges e = 6 and the side length to s = 1 , still
choosing r = 1. In each iteration of the approximation, we simply set e *= 2 , which is equivalent to
e = e * 2 , to double the number of edges. We compute s = sqrt(2 - sqrt(4 - (s ** 2))) hav-
ing imported the sqrt function from the math module. We print the approximated value of π as
e * s / 2 . Notice how elegantly we use the unicode characters π and ≈ via the escapes \u03c0 and
\u2248 , respectively, from back in Section 3.5.6 (and how nicely it indeed prints the greek character π
in the stdout in Listing 4.4). Either way, since Equations 4.1 and 4.2 are always the same, we can
simply copy-paste the lines of code for updating s , e , and printing the approximated value of π several
times.

Listing 4.4 shows the standard output stream (stdout) produced by this program. Indeed, each
new approximation comes closer to π. For 192 edges, we get the approximation 3.1414524722853443 .

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/pi_liu_hui.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/pi_liu_hui.py
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Given that the constant pi from the math module is 3.141592653589793 , we find that the first four
digits are correct and that the number is only off by only 0.0045%! For your convenience, we also
showed the results when executing the program in PyCharm or the Ubuntu terminal in Figure 4.4. They
are obviously identical. Therefore, in the future, we will only very sporadically add such screenshots.
Instead, we will usually only print code and output pairs like Listings 4.3 and 4.4.
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(4.4.1) The file pi_liu_hui.py opened in PyCharm. (4.4.2) Left-clicking on Run ‘pi_liu_hui’ in the pop-up menu
after right-clicking on pi_liu_hui.py , or directly pressing
Ctrl + + F10 , to run the program.

(4.4.3) The output of the program pi_liu_hui.py in PyCharm.

tweise@weise-laptop:/tmp$ python3 pi_liu_hui.py
We use Liu Hui's Method to Approximate π=3.141592653589793.
6 edges, side length=1 give us π=3.0.
12 edges, side length=0.5176380902050416 give us π=3.1058285412302498.
24 edges, side length=0.2610523844401031 give us π=3.132628613281237.
48 edges, side length=0.13080625846028635 give us π=3.139350203046872.
96 edges, side length=0.0654381656435527 give us π=3.14103195089053.
192 edges, side length=0.03272346325297234 give us π=3.1414524722853443.
tweise@weise-laptop:/tmp$

tweise@weise-laptop: /tmp

(4.4.4) The output of the program pi_liu_hui.py in the Ubuntu terminal (which
you can open via Ctrl + Alt + T ).

Figure 4.4: Running the program pi_liu_hui.py from Listing 4.1 in PyCharm (Figures 4.2.1 to 4.2.3)
or the Ubuntu terminal (Figure 4.2.4).
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4.2 Interlude: Finding Errors in your Code with the IDE

Before we depart from PyCharm screenshots, however, we will visit one absolutely crucial functionality
that modern IDEs provide: They help us to find errors in the code. Errors are common. They happen
all the time. Every programmer sometimes makes a typo, accidentally switches the order of parameters
of a function, stores a float in an int variable, and so on. Some errors are obvious and easy to fix.
Some require more serious debugging (see Section 13.4). In many cases, however, our IDE can already
show us what and where the mistake happened.

In Listing 4.5, we prepared program assignment_wrong.py , a variant of assignment.py (Listing 4.1)
with an error. For the sake of the example, let us assume that the programmer made a type in line 12
of the program: They misspelled int_var and intvar . Executing the program with the error leads to
the output given in Listing 4.6.

The questions now are: How can we see this same error in our PyCharm IDE? Could we have found
this error even without executing the program?

To answer these questions, we open the program assignment_wrong.py given in Listing 4.5 in the
PyCharm IDE. We execute this program manually by clicking on the button or by pressing +

F10 in Figure 4.5.1. As you can see, the output in the run window is the same as given in List-
ing 4.6 (Figure 4.5.2). Reading this output is the first way to find out what went wrong. The text
that appeared tells us what went wrong and even suggests how to fix it. It says: “ NameError : name
‘intvar ’ is not defined. Did you mean: ‘int_var ’?” This is already pretty clear. We accessed some
variable (name), intvar , which has not been defined or assigned. It simply does not exist. The Python
interpreter then checks whether some similar name exists. It found that there is a variable named
int_var . Even more, it also tells us the exact file and line where the error occurred, namely in line 12

Listing 4.5: A variant of Listing 4.1 with an error: int_var is accidentally spelled as intvar in one
location. (stored in file assignment_wrong.py ; output in Listing 4.6)

1 # We define a variable named "int_var" and assign the int value 1 to it.
2 int_var = 1
3
4 # We can use the variable int_var in computations like any other value.
5 print (2 + int_var) # This should print 2 + int_var = 2 + 1 = 3.
6
7 # We can also use the variable in f-strings.
8 print(f"int_var has value {int_var}.") # prints ’int_var has value 1.’
9

10 # We can also change the value of the variable.
11 int_var = (3 * int_var) + 1 # int_var = (3 * 1) + 1 = 4
12 print(f"int_var is now {intvar}.") # prints ’int_var is now 4.’
13
14 float_var = 3.5 # Ofcourse we can also use floating point numbers.
15 print(f"float_var has value {float_var}.") # ’float_var has value 3.5.’
16
17 new_var = float_var * int_var # new_var = 3.5 * 4 = 14.0 <- a float!
18 print(f"{new_var = }.")

↓ python3 assignment_wrong.py ↓

Listing 4.6: The stdout and standard error stream (stderr) as well as the exit code of the pro-
gram assignment_wrong.py given in Listing 4.5.

1 3
2 int_var has value 1.
3 Traceback (most recent call last):
4 File "{...}/ variables/assignment_wrong.py", line 12, in <module >
5 print(f"int_var is now {intvar }.") # prints ’int_var is now 4.’
6 ^^^^^^
7 NameError: name ’intvar ’ is not defined. Did you mean: ’int_var ’?
8 # ’python3 assignment_wrong.py ’ failed with exit code 1.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/assignment_wrong.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/assignment_wrong.py
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(4.5.1) We run the program assignment_wrong.py given in Listing 4.5 in the PyCharm IDE by clicking on
the button or by pressing + F10 .

(4.5.2) The output in the run window is the same as given in Listing 4.6. It is the first way to find out what
went wrong. It tells us what went wrong and even suggests how to fix it: NameError : name ‘intvar ’ is
not defined. Did you mean: ‘int_var ’? It also tells us the exact file and line where the error occurred,
namely in line 12 of file assignment_wrong.py .

(4.5.3) If we click on the linked file location, it takes us to where the error occurred. The incorrectly typed
word is (and always was) underlined with red color. Looking for underlined words is the second method to
find errors in code!This should have told us already that something is fishy without the need to even run the
program in the first place.

Figure 4.5: How the IDE can help us finding errors.
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(4.5.4) The IDE also informs us that something is wrong by displaying the small red icon in the top-right
corner. This is the third way to find errors. We click on it. . .

(4.5.5) . . . and it takes us to the list of potential errors that it has detected. Here, it tells us that there is an
Unresolved reference ‘intvar’ at line 12 of the file. We click on this note. . .

(4.5.6) . . . and it takes us again to the dodgy line.

Figure 4.5: How the IDE can help us finding errors.
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(4.5.7) The fourth way in which the PyCharm IDE can help us to discover errors are small red marks at the
right-hand side. Holding the mouse cursor over these lines will open a small view with the suggested error
message.

(4.5.8) The fifth way to get a list of potential errors in PyCharm is to click on the button in the side menu
on the left-hand side or to press Alt + 6 .

(4.5.9) This again takes us to the list of potential errors.

Figure 4.5: How the IDE can help us finding errors.
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of file assignment_wrong.py ! With this information, we have a good chance of finding the mistake.
The so-called Exception stack trace that it prints thus not just tells us the error, a probable cause, and
the most-likely location that caused the error. We will discuss this topic in-depth later in Chapter 9,
but even at this stage, the message here is pretty clear.

Best Practice 9 Always carefully read error messages. They often provide you very crucial
information where to look for the mistake. Not reading error messages is wrong.

In the run console of PyCharm, we click on the linked file location. This takes us to where the error
occurred in Figure 4.5.3. When looking at this line, we notice that the incorrectly typed word is (and
always was) underline with red color. This should have told us already that something is fishy without
the need to even run the program in the first place.

Best Practice 10 When writing code, we should always check whether the IDE notifies us
about potential errors. In the case of PyCharm, these are often underlined in red or yellow color.
We should always check all such marks!

So we already know two ways in which we can find errors in our code with the help of our IDE. But
there are even more ways.

The IDE also informs us that something is wrong by displaying the small red icon in the top-right
corner, as shown in Figure 4.5.4. Clicking on this symbol is the third way to find errors. This will take
us to the list of potential errors that it has detected in Figure 4.5.5. Here, PyCharm tells us that there
is an “Unresolved reference ‘intvar” ’ at line 12 of the file. We can also click on that note, and it takes
us again to the dodgy line in Figure 4.5.6

The fourth method in which the PyCharm IDE can help us to discover errors are small red marks at
the right-hand side of our editor window, shown in Figure 4.5.7. Holding the mouse cursor over these
lines will open a small view with the suggested error message.

The fifth way to get a list of potential errors in PyCharm is to click on the button in the side
menu on the left-hand side or to press Alt + 6 , as illustrated in Figure 4.5.8. This again takes us to
the list of potential errors in Figure 4.5.9.

Useful Tool 1 The IDE and the error messages (Exception stack traces) are your most impor-
tant tools to find errors. Read error messages. If your IDE – regardless whether it is PyCharm
or something else – annotates your code with some marks, then you should check every single
one of them.

These tools make it much much easier to find errors. You can guess the importance of such features
also by how many different ways PyCharm implements to get you to click and investigate its list of
proposed errors and warnings. As mentioned in Best Practice 9 and 10, using the IDE features for error
discovery and detection is incredibly important. Even if your program executes as expected, there still
might be hidden errors in the code. Sometimes, you cannot easily tell whether the output of a program
is correct. And the output you see might actually be wrong. Sometimes, there might be some incorrect
instructions in your program that just weren’t used in your last execution. So even correct program
output does not guarantee that the program itself is correct. Therefore, always checking each and every
piece of code that your IDE marks as dodgy is very important. Make sure that you full understand all
error and warning messages.

Warnings can be important, too. They can indicate possible errors, potential problems with variable
types, or missing required packages (see, e.g., Section 15.1.1). Always fix errors and warnings wherever
possible (obviously). Even where you deem the warnings as false-positives, try to fix them anyway. They
could result from non-standard code formatting that still “works”, but may be confusing for readers
of your code. You should always try to produce warning-free code. For every warning or error that
you deem as not a problem, remember: On one hand, you might wrong. On the other hand, having
fewer warnings and false-positive suspected errors makes it easier to find the actual problem if an actual
problem happens.
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Listing 4.7: A Python program assigning multiple values to multiple variables and using the same
method to swap variable values. (stored in file multi_and_swap.py ; output in Listing 4.8)

1 a, b = 5, 10
2 print(f"{a = }, {b = }")
3
4 a, b = b, a
5 print(f"{a = }, {b = }")
6
7 z, y, x = 1, 2, 3
8 print(f"{x = }, {y = }, {z = }")
9

10 x, y, z = z, y, x
11 print(f"{x = }, {y = }, {z = }")

↓ python3 multi_and_swap.py ↓

Listing 4.8: The stdout of the program multi_and_swap.py given in Listing 4.7.
1 a = 5, b = 10
2 a = 10, b = 5
3 x = 3, y = 2, z = 1
4 x = 1, y = 2, z = 3

4.3 Multiple Assignments and Value Swapping

Let us return to the topic of variables and assignments. In Python, we can assign values to multiple
variables at once. In this case, we separate both the variable names and the values with commas. The
first line (a, b = 5, 10) in Listing 4.7 assigns the values 5 and 10 , respectively, to the variables a
and b , respectively. After this assignment step, a == 5 and b == 10 holds. print(f"a=a, b=b")
therefore prints a=5, b=10.

This method can also be used to swap the values of two variables. Writing a, b = b, a looks a
bit strange but it basically means “the new value of a will be the present value of b and the new
value of b will be the present value of a .” The line is therefore basically equivalent to first storing a
in a temporary variable t , then overwriting a with b , and finally copying the value of t to t . But it
accomplishes this in single line of code instead of three. print(f"a=a, b=b") thus now prints a=10,
b=5.

Best Practice 11 Swapping of variable values can best be done with a multi-assignment state-
ment, e.g., a, b = b, a .

The same concept of multiple assignments works for arbitrarily many variables. z, y, x = 1, 2, 3
assigns, respectively, 1 to z , 2 to y , and 3 to x . print(f"x=x, y=y, z=z") thus yields x=3, y=2, z=1 .

We can also swap multiple values. x, y, z = z, y, x assigns the present value of z to become
the new value of x , the present value of y to also be the new value of y , and the present value of x
to become the new value of z . print(f"x=x, y=y, z=z") now gives us x=1, y=2, z=3 .

4.4 Variable Types and Type Hints

4.4.1 Variable Types

A variable is basically a name pointing to an object. Each object has a type and we already learned
about several of these datatypes in Chapter 3. We can obtain the type of an object stored in variable
var by invoking type(var) . Listing 4.9 shows a program that does just that and the output of that
program is given in Listing 4.9. It is obvious that the type of a variable that holds an integer value is
int , the type of a variable that holds a floating point number is float , and so on. There really is not
much to say about that.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/multi_and_swap.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/multi_and_swap.py
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Listing 4.9: An example of the types of variables. (stored in file variable_types.py ; output in List-
ing 4.10)

1 int_var = 1 + 7 # Create an integer variable holding an integer number.
2 print(type(int_var)) # This prints "<class ’int ’>".
3
4 float_var = 3.0 # 3.0 is a float and it is stored in float_var.
5 print(type(float_var)) # This prints "<class ’float ’>".
6
7 str_var = f"f{float_var = }" # Render an f-string into str_var.
8 print(type(str_var)) # This prints "<class ’str ’>".
9

10 bool_var = (1 == 0) # 1 == 0 is False , so a bool is stored in bool_var.
11 print(type(bool_var)) # This prints "<class ’bool ’>".
12
13 none_var = None # We create none_var which , well , holds None.
14 print(type(none_var)) # This prints "<class ’NoneType ’>".

↓ python3 variable_types.py ↓

Listing 4.10: The stdout of the program variable_types.py given in Listing 4.9.
1 <class ’int ’>
2 <class ’float ’>
3 <class ’str ’>
4 <class ’bool ’>
5 <class ’NoneType ’>

Listing 4.11: An example of the confusing variable types. (stored in file variable_types_wrong.py ;
output in Listing 4.12)

1 int_var = 1 + 7 # Create an integer variable holding an integer number.
2 print(type(int_var)) # This prints "<class ’int ’>".
3
4 int_var = int_var / 3 # / returns a float , but we may expect an int?
5 print(type(int_var)) # This now prints "<class ’float ’>".

↓ python3 variable_types_wrong.py ↓

Listing 4.12: The stdout of the program variable_types_wrong.py given in Listing 4.11.
1 <class ’int ’>
2 <class ’float ’>

4.4.2 Types and Confusion

Well, actually, there is. You see, when you declare a variable in a language like C, you have to specify
its type. You are then permitted to only assign values that have exactly this type to the variable. In
Python, you do not need to specify a type and you can assign whatever you want to a variable. This
has the advantage that the code is shorter (because you do not need to write the type), looks more
elegant, and programming becomes easier. At first glance. However, there are also problems. Let’s
take a look at Listing 4.11. We declare a variable named int_var and store the integer 8 in it. Then
we update int_var by computing int_var = int_var / 3 . Back in Section 3.2, you learned that the
// operator performs an integer division with an int result, whereas the division using the / operator
always returns a float . This means that our variable int_var now contains a float , which is also
visible in the output in Listing 4.12.

From the perspective of Python, this is totally fine. The program executes and the output appears
without error. However, from the perspective of programming, Listing 4.11 is wrong. Imagine that this
was not just some random example without meaning. Imagine that this was a part of a really useful
program. Imagine that you got this program from some source and try to understand it. If you read
this program, then you find that a variable named int_var contains a float . This is not forbidden,

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/variable_types.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/variable_types.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/variable_types_wrong.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/variable_types_wrong.py
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tweise@weise-laptop:/tmp$ pip install mypy
Defaulting to user installation because normal site-packages is not writeable
Collecting mypy

Using cached mypy-1.11.1-cp310-cp310-manylinux_2_17_x86_64.manylinux2014_x86_6
4.manylinux_2_28_x86_64.whl.metadata (1.9 kB)
Requirement already satisfied: typing-extensions>=4.6.0 in /home/tweise/.local/l
ib/python3.10/site-packages (from mypy) (4.7.1)
Requirement already satisfied: mypy-extensions>=1.0.0 in /home/tweise/.local/lib
/python3.10/site-packages (from mypy) (1.0.0)
Requirement already satisfied: tomli>=1.1.0 in /home/tweise/.local/lib/python3.1
0/site-packages (from mypy) (2.0.1)
Downloading mypy-1.11.1-cp310-cp310-manylinux_2_17_x86_64.manylinux2014_x86_64.m
anylinux_2_28_x86_64.whl (12.5 MB)

12.5/12.5 MB 139.7 kB/s eta 0:00:00
WARNING: Error parsing dependencies of pdfminer-six: Invalid version: '-VERSION-
'
Installing collected packages: mypy
Successfully installed mypy-1.11.1
tweise@weise-laptop:/tmp$

tweise@weise-laptop: /tmp

Figure 4.6: Installing Mypy in a Ubuntu terminal via pip (see Section 14.1 for a discussion of how
packages can be installed).

but when reading the code, it must strike you as odd.

Indeed, there are at least two possible explanations for this: On the one hand, maybe, the original
author of this code mistakenly mixed up the / operator for the // (see Best Practice 2). Maybe they
wanted to do an integer division and accidentally did a floating point division. Depending on what the
code later on (in our imaginary larger program) does, it could be very hard to find such an error.

On the other hand, maybe, the author fully well wanted to do a floating point division and expected
a float to be stored in int_var , but chose a misleading name. Choosing this name, however, can
be very dangerous: What if another programmer continues to work on this code and, based on the
variable’s name, expects it to contain an int whereas it actually contains a float . This could again
lead to all sorts of strange errors later on in her code.

Best Practice 12 The names we use in program code should clearly reflect our intentions.

If the programmer followed Best Practice 12, then the code would clearly contain a bug, namely
a mix-up between the / operator for the // . Regardless of what is true, you will certainly agree that
something is wrong with this program. And most certainly, it was just a small oversight, maybe even
just a typo. Unfortunately, since you are not the author of the program, you do not know what is
wrong. This code will cause some problem down the line. Many such problems exist in many software
projects and they indeed are hard to find [151]. So here, the lenience of Python of allowing us to not
specify types comes back to bite us.

Everyone of us makes such mistakes. It is impossible to completely avoid them. Luckily, there are
two things that we can do to prevent such situations from passing our “quality control”:

1. Use static type checking tools to find such potential errors in our code.

2. Use type hints to annotate variables with their types to a) make our intention clearer and b) sup-
port type checking tools.

And if you are in one of my classes, you better do both. And now we will learn how to do that.

4.4.3 Static Type Checking

A first step to avoiding any type-related errors in programs is, ofcourse, careful programming. The
second step is to use tools that check whether your program code contains ambiguities or errors. In
languages like C, the compiler will take care of that for you.

In Python, which allows for dynamic typing and is an interpreted language, we will use a tool like
Mypy [172]. You can install this tool by opening a terminal. Under Ubuntu, you therefore press Ctrl +

Alt + T , and under Microsoft Windows, you press q + R , type in cmd , and hit . Then type in
pip install mypy and hit Enter . The Mypy tool will be installed as illustrated in Figure 4.6.
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Listing 4.13: The results of static type checking with Mypy of the program variable_types_wrong.py
given in Listing 4.11. (This is actually output generated by the script Listing 16.1 on page 327.)

1 $ mypy variable_types_wrong.py --no -strict -optional --check -untyped -defs
2 variable_types_wrong.py:4: error: Incompatible types in assignment (

↪→ expression has type "float", variable has type "int") [assignment]
3 Found 1 error in 1 file (checked 1 source file)
4 # mypy 1.15.0 failed with exit code 1.

Listing 4.14: The results of static type checking with Mypy of the program variable_types.py given
in Listing 4.9. (This is actually output generated by the script Listing 16.1 on page 327.)

1 $ mypy variable_types.py --no -strict -optional --check -untyped -defs
2 Success: no issues found in 1 source file
3 # mypy 1.15.0 succeeded with exit code 0.

We can now apply the tool to the program from Listing 4.11. All we have to do is invoke it in the
terminal, giving the program to be checked as argument as well as some additional parameters. In List-
ing 4.13, we invoke mypy variable_types_wrong.py --no-strict-optional --check-untyped-defs ,
where variable_types_wrong.py is the (very fitting) name of the program to check. Indeed, Mypy tells
us that something dodgy is going on in the fourth line of that program, i.e., int_var = int_var / 3 .
It will fail with an exit code of 1 . Programs usually return 0 as exit code if everything went well and
some non-zero value if something went wrong. And something went wrong, because Mypy found the
error.

Useful Tool 2 Mypy [172] is a static type checking tool for Python. This tool can warn you
if you, e.g., assign values to a variable that have a different type than the values previously
stored in the variable, which often indicates a potential programming error. It can be installed
via pip install mypy , as illustrated in Figure 4.6 on page 69. You can then apply Mypy using
the command mypy fileToScan.py . We use the Bash script given in Listing 16.1 on page 327
to apply Mypy to the example programs in this book.

If we instead apply Mypy the completely fine (albeit useless) program Listing 4.9, it will tell us that
there is no error, as illustrated in Listing 4.14. So we now have one tool at our hands with which we
can check our source code for type-related problems. Notice that this program just checks the source
code. It does not change the code and it does not execute our program. It just reads in the code and
looks for type-related errors. This will obviously have no impact on the programs performance or speed.
It also cannot fix the errors, as it cannot what the programmer actually intended to do. But knowing
that line 4 in Listing 4.11 is probably wrong will help the programmer to fix that error or oversight
before passing the program on to someone else.

Best Practice 13 Every program should pass static type checking with tools such as Mypy (see
Useful Tool 2). Any issue found by the tools should be fixed. In other words, type check the
program. If there is an error, fix the error and type check it again. Repeat this until no errors
are found anymore.

4.4.4 Type Hints

When we discussed Listing 4.11 in Section 4.4.2, we stated that there could be two reasons for the error
in the code: Either, the author accidentally mixed-up two datatypes or operators (/ vs. //) or they
chose a misleading name for their variable int_var . The problem that any type checking tool faces is
that it cannot know the intention of the programmer. It can find that line 4 four is probably wrong,
because the variable int_var , which former contained an int , now gets a float value assigned to it.

Oddly enough, the problem of guessing the intention of the programmer does not exist in a statically
typed language like pglsC. Here, we need to define the type of every variable before assigning a value
to it. Therefore, if the programmer would have wanted int_var to strictly be an integer, they would
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Listing 4.15: Listing 4.11, but with the variable explicitly hinted as int . (stored in
file variable_types_wrong_hints_1.py ; output in Listing 4.16)

1 int_var: int = 1 + 7 # Create a variable hinted as integer.
2 print(type(int_var)) # This prints "<class ’int ’>".
3
4 int_var = int_var / 3 # / returns a float , but we may expect an int?
5 print(type(int_var)) # This now prints "<class ’float ’>".

↓ python3 variable_types_wrong_hints_1.py ↓

Listing 4.16: The stdout of the program variable_types_wrong_hints_1.py given in Listing 4.15.
1 <class ’int ’>
2 <class ’float ’>

Listing 4.17: Listing 4.11, but with the variable explicitly hinted as either int or float and named
appropriately. (stored in file variable_types_wrong_hints_2.py ; output in Listing 4.18)

1 my_var: int | float = 1 + 7 # A variable hinted as either int or float.
2 print(type(my_var)) # This prints "<class ’int ’>".
3
4 my_var = my_var / 3 # / returns a float , which is OK.
5 print(type(my_var)) # This now prints "<class ’float ’>".

↓ python3 variable_types_wrong_hints_2.py ↓

Listing 4.18: The stdout of the program variable_types_wrong_hints_2.py given in Listing 4.17.
1 <class ’int ’>
2 <class ’float ’>

Listing 4.19: The results of static type checking the program variable_types_wrong_hints_1.py with
Mypy of the program given in Listing 4.15.

1 $ mypy variable_types_wrong_hints_1.py --no-strict -optional --check -untyped
↪→ -defs

2 variable_types_wrong_hints_1.py:4: error: Incompatible types in assignment
↪→ (expression has type "float", variable has type "int") [assignment]

3 Found 1 error in 1 file (checked 1 source file)
4 # mypy 1.15.0 failed with exit code 1.

have declared it as an integer variable. If they wanted to store floats in it, they would have declared
it as a float variable. The compiler would have seen any malpractice right away and could tell us that
either line 4 is wrong or our initial assignment of an int to the variable in line 1.

This is where the dynamic typing and lenience of Python comes back to bite us. It is very convenient
for small projects, but as soon as the projects get bigger, it creates a mess. Remember that “real
programs” are much more complex than Listing 4.11. Imagine wading through thousands of lines
of code to figure out what type a variable has, and, while doing so, remember that Python permits
overwriting the contents of a variable with objects of an entirely different type whenever it pleases us.

Realizing that dynamic typing can be a blessing but also a problem, optional type hints were
introduced into the Python language [239, 301]. We can now declare the type of a variable if we want.
This solves the above problem basically entirely and allows us to tell type checking tools our intention.

When we declare and assign a variable, my_var = 1 for example, and want to define it as integer
variable, for example, we simply write my_var: int = 1 . Of course, a type checker will already see that
my_var should be an integer variable when we assign the integer 1 to it. However, by writing : int
after its name, we also clearly establish our intention. And this makes a difference.

If the author of Listing 4.11 had used type hints, they could have written their program differently, as

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/variable_types_wrong_hints_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/variable_types_wrong_hints_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/variable_types_wrong_hints_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/variable_types_wrong_hints_2.py
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Listing 4.20: The results of static type checking the program variable_types_wrong_hints_2.py with
Mypy of the program given in Listing 4.17.

1 $ mypy variable_types_wrong_hints_2.py --no-strict -optional --check -untyped
↪→ -defs

2 Success: no issues found in 1 source file
3 # mypy 1.15.0 succeeded with exit code 0.

illustrated in Listings 4.15 and 4.17. Both programs as well as the original one produce exactly the same
output if we execute them with the Python interpreter, since type hints are ignored by the interpreter.
However, if we type-check them with Mypy, we get two different results, namely Listings 4.19 and 4.20,
respectively.

In Listing 4.15, we annotate int_var as an integer variable by writing int_var: int . While the
name of the variable already indicates that we want it to hold integers, we now have formally specified
this intention. The Mypy type checker tells is in Listing 4.19 basically the same as it stated In Listing 4.13,
namely that assigning a float to this variable is wrong.

However, if the intention of the author wanted that the variable could hold either an int or a
float , they could have annotated it with the type hint int | float . The | here is not the “bit-wise
or” we learned back in Section 3.2.2, but instead indicates that both ints and floats are acceptable
values for a variable [221].1 This annotation is used in Listing 4.17. A side-effect of using this type is
that, when writing this code, its author would have realized that the name int_var would not be an
appropriate name. They would probably have used something like my_var instead. Applying Mypy to
this program yields the output Listing 4.20, which indicates that everything is OK.

Using type hints together with type checking would have prevented the problems in Listing 4.11
from the start. Either, its author would have discovered the mistake of computing a float value instead
of an int . Or they would have more clearly communicated their intention by marking the variable to
either hold an int or a float . And this comes at no cost at all when executing the program, because
type hints are only checked by programmers and tools, but not by the interpreter.

Best Practice 14 Always use type hints.

There are good reasons for always using type hints. While not specifying variable types is very conve-
nient, it comes at a high cost:

Python’s only serious drawbacks are (and thus leaving room for competition) its
lack of performance and that most errors occur run-time.

— Paul Jansen [142], 2025

Type-related errors are one category of mistakes that will become visible only at runtime. At the same
time, these are errors that can relatively easily be discovered during code analysis. They are much
easier to detect than logical flaws in the program code. Compilers in C or Java would never permit
assignments of mismatched datatypes. With type hints and static type checkers like Mypy, we can bring
this functionality to Python.

We now annotate Listing 4.9 with type hints as a small exercise. The variable int_var , in which we
want to store the integer value 8 , will be annotated with : int . The variable float_var , in which we
want to store the floating point number 3.0 , will be annotated with : float . The variable str_var ,
in which we want to store the string "float_var=3.0" , will be annotated with : str . The variable
bool_var , in which we want to store the value False , will be annotated with : bool . And, finally,
the variable none_var , in which we want to store None , will be annotated with : None . This produces
Listing 4.21, which we can check with Mypy and obtain Listing 4.22.

It is very obvious at this point that including the type of the variable in the variable name is no
needed. It is not helpful for any tool. If we want to convey our intention about the type to another

1Technically speaking, the type hint specification in PEP484 [301] allows all variables annotated with float to also
accept int values in section The Numeric Tower. Thus annotating the variable only with : float would have been
sufficient. However, since int is actually not a subclass of float in Python, this can be confusing in some cases.
Writing int | float gives me the opportunity to introduce the | operator . . . so this is how we do it.

https://peps.python.org/pep-0484/#the-numeric-tower
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Listing 4.21: A variant of Listing 4.9 which has been improved by adding type annotations. (src)
1 int_var: int = 1 + 7 # Create an integer variable holding an integer.
2 print(type(int_var)) # This prints "<class ’int ’>".
3
4 float_var: float = 3.0 # 3.0 is a float and it is stored in float_var.
5 print(type(float_var)) # This prints "<class ’float ’>".
6
7 str_var: str = f"{float_var = }" # Render an f-string.
8 print(type(str_var)) # This prints "<class ’str ’>".
9

10 bool_var: bool = (1 == 0) # 1 == 0 is False , so a bool is stored.
11 print(type(bool_var)) # This prints "<class ’bool ’>".
12
13 none_var: None = None # We create none_var which , well , holds None.
14 print(type(none_var)) # This prints "<class ’NoneType ’>".

Listing 4.22: The results of static type checking with Mypy of the program variable_types_hints.py
given in Listing 4.21.

1 $ mypy variable_types_hints.py --no -strict -optional --check -untyped -defs
2 Success: no issues found in 1 source file
3 # mypy 1.15.0 succeeded with exit code 0.

Listing 4.23: The results of static type checking the program assignment_wrong.py with Mypy given in
Listing 4.5.

1 $ mypy assignment_wrong.py --no -strict -optional --check -untyped -defs
2 assignment_wrong.py:12: error: Name "intvar" is not defined [name -defined]
3 Found 1 error in 1 file (checked 1 source file)
4 # mypy 1.15.0 failed with exit code 1.

programmer who may be reading our code, then type hints are a much better choice. Different from
variable names, they also can be interpreted by type checkers.

With type hints, we have brought the advantages of a statically typed programming language to
Python. Since they are optional, a programmer can choose whether and where to use them. However,
if you are a student attending one of my courses, consider them as mandatory. Their advantage is that
they allow us to find many (though by far not all) logical errors. They make the code easier to read
and easier to understand. Therefore, from my perspective, Best Practice 14 always applies.

For the sake of completeness, we also apply Mypy to the program assignment_wrong given in
Listing 4.5 that we used to illustrate the use of the PyCharm IDE in finding bugs. The output given in
Listing 4.23 informs us about the same error we encountered back in Section 4.2: “Name ‘intvar’ is not
defined.” With the IDE and Mypy, we now have independent tools that can help us to discover errors
in our code. The more such tools we have and actively use, the more likely it is that we can produce
error-free programs.

You may ask why we emphasize that type hints are important and good for a programming language
where they are originally not part of. Several important tools, like psycopg [305], the PostgreSQL
Python adapter, are fully annotated with type hints based on the PEP484 [301] specification. Others
use these annotations at least partially and/or try to ensure that code which is newly contributed
to them is annotated, e.g., Matplotlib [134], NumPy [198], and Pandas [207]. The fact that many
popular tools use it only partially use instead of being completely type-hinted is that they simply are
older than PEP484 [301], which is from 2014. Scikit-learn and SciPy, for instance, to the best
of our knowledge, do not adopt static typing at the time of this writing, because this would be very
complicated with their existing codebases [4, 47]. The lesson we should learn from this is that

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/variable_types_hints.py
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Best Practice 15 It is important to integrate type hints from the very start at each project.
The idea to first write code and later annotate it with type hints is wrong.

Finally, it is worth noting that using static type-checkers can even have a positive influence on security
aspects of your code, as you can learn in our Databases class [312]. Injection attacks such as SQL
injection attacks (SQL) have been an application security concern for decades. Such attacks can be
prevented if the queries to DBs are never dynamically constructed by the likes of f-strings but instead are
always defined as string constants. Python supports the type LiteralString for string constants [268].
Implementations of the Python DB Application Programming Interface (API), such as psycopg [305],
can be annotated to only accept such strings. Hence, a type checker could detect and complain if you
would try to dynamically construct queries, thus preventing SQLi attacks – but only if you use it. . . At
the time of this writing, Mypy does not yet support this functionality, though [305, 333].

4.5 Object Equality and Identity

We use variables to references objects in memory. When we compare two variables, we actually compare
the objects they reference. It is clear that two variables can reference objects that are either equal or
not equal. They can also reference the same object. These two concepts – equality and identity – must
be distinguished.

And this can be done rather easily. Imagine that you buy a green jacket, let’s call it A. Then you
buy the exactly same jacket again, for a second time, and call the second jacket B. Now A and B are

1.4142135623730951

1.4142135623730953

a

b 1.4142135623730951

1.4142135623730951

a

c

1.4142135623730951

a

d

a == b : False a == c : True a == d : True
a is b : False a is c : False a is d : True

Figure 4.7: A illustration of the concepts of equality (==) and identity (is) from the perspective of
variables.

Listing 4.24: An example of the difference between equality and identity. (stored in file identity_1.py ;
output in Listing 4.25)

1 # We define sqrt_2 to be a constant with the value of square root of 2.
2 sqrt_2: float = 1.4142135623730951 # We set the value of the variable.
3 print(f"sqrt_2 = {sqrt_2}") # We print the value of the variable
4
5 # We can also compute the square root using the ‘sqrt ‘ function.
6 from math import sqrt # Import the root function from the math module.
7 sqrt_2_computed: float = sqrt (2.0) # Compute the square root of 2.0.
8 print(f"{sqrt_2_computed = }") # Print the value.
9

10 # Let’s compare the computed and the constant value:
11 print(f"are they equal: {sqrt_2 == sqrt_2_computed}")
12 print(f"are they the same object: {sqrt_2 is sqrt_2_computed}")

↓ python3 identity_1.py ↓

Listing 4.25: The stdout of the program identity_1.py given in Listing 4.24.
1 sqrt_2 = 1.4142135623730951
2 sqrt_2_computed = 1.4142135623730951
3 are they equal: True
4 are they the same object: False

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/identity_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/identity_1.py
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Listing 4.26: An second example of the difference between equality and identity. (stored in
file identity_2.py ; output in Listing 4.27)

1 # String and integer literals and identity.
2 a: str = "Hello World!"
3 b: str = "Hello World!"
4 print(f"Are ’a’ and ’b’ the same object: {a is b}")
5
6 c: str = "Hello " + "World!"
7 print(f"Are ’a’ and ’c’ the same object: {a is c}")
8
9 d: str = "Hello"

10 d = d + " World!"
11 print(f"Are ’a’ and ’d’ the same object: {a is d}")
12 print(f"Are ’a’ and ’d’ equal objects: {a == d}")
13
14 e: int = 10
15 mul: int = 5
16 f: int = (e * mul) // mul
17 print(f"Are ’e’ and ’f’ the same object: {e is f}")
18
19 g: int = 1_000_000_000_000_000_000
20 h: int = (g * mul) // mul
21 print(f"Are ’g’ and ’h’ the same object: {g is h}")
22 print(f"Are ’g’ and ’h’ equal objects: {g == h}")

↓ python3 identity_2.py ↓

Listing 4.27: The stdout of the program identity_2.py given in Listing 4.26.
1 Are ’a’ and ’b’ the same object: True
2 Are ’a’ and ’c’ the same object: True
3 Are ’a’ and ’d’ the same object: False
4 Are ’a’ and ’d’ equal objects: True
5 Are ’e’ and ’f’ the same object: True
6 Are ’g’ and ’h’ the same object: False
7 Are ’g’ and ’h’ equal objects: True

equal, but they are still two different objects.

Figure 4.7 illlustrates this issue. If we have two variables a=1.4142135623730951 and
b=1.4142135623730953 , then they have different values and reference different objects (namely, the
two different memory cells holding the two different float values). In this case, a == b and a is b
will both return False .

Now we can also have another variable c , which may reference a float object that holds the same
value as the one referenced by a . This value would be stored somewhere else in memory. Then, a == b
is True , because the variables have equal values. However, a is b would be False , because they still
reference different objects.

If I would declare a variable d = a , then d would point to exactly the same float object as a .
Now, both a == b and a is b are True .

A simple example of the difference between equality and identity is given in Listing 4.24. Here,
we declare a float variable and store in it the value of

√
2 (as exactly as it can be represented

by a Python float , that is), which just so happens to be 1.4142135623730951 . We then import
the function sqrt from the math module and compute sqrt(2.0) . We store the result of this in a
second variable, namely sqrt_2_computed . We find that sqrt_2 == sqrt_2_computed is True , whereas
sqrt_2 is sqrt_2_computed is False . The two values are clearly the same, however, they are stored
at two different memory locations. The interpreter did not know that the same value as the result of
sqrt(2.0) was already stored somewhere in memory. Therefore, it allocated the necessary memory for
the result of the sqrt operation and stored it there. We now have two variables that reference two
objects which both hold the same value.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/identity_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/variables/identity_2.py


CHAPTER 4. VARIABLES 76

First Time Readers and Novices: In the rest of this subsection, we discuss (albeit super-
ficially) how objects are cached and reused. First-time readers are welcome to skip over the
rest of this subsection.

A slightly more involved example of the issue of object equality and identity is given in Listing 4.26.
You see, when the Python interpreter parses the program code file, it will allocate the memory and
store the values of constants and literals. Listing 4.26, we declare a = "Hello World!" and then
b = "Hello World!" . In other words, a and b will receive the same value. As the output in Listing 4.27
shows, the Python interpreter is clever enough not to store this value twice in memory. Instead,
a and b will point to the same object, i.e., a is b holds. Interestingly, even if we subsequently do
c = "Hello "+ "World!" , the interpreter is still clever enough to recognize that this constant expression
yields the same result already stored in a . It basically computes the result of the concatenation of the
two constant strings and discovers this identity. Therefore, a is c will also be True .

If we use a variable in such an expression, it does no longer work, though: First setting d = "Hello"
and then setting d = d + "World!" will yield an equal result (a == d is True), but it will be stored
somewhere else in memory (a is d is False). The interpreter, at least in its current version, cannot
infer value identities of results of computations that involve values that are not constants.

Well, sometimes it can. It seems that Python, like Java, caches a set of small integers.2 It is
obvious that we need small integer numbers again and again and again in our programs. Allocating
a new objects whenever we use the values 1 or 0 would be wasteful. In Listing 4.26, we calculate
the result of the computation f = (e * mul)// mul , where e is a variable with value 10 and mul is a
variable with value 5 . The result is obviously 10 as well, i.e., a small integer. And it is identical to e ,
i.e., e is f is True – despite begin the result of a computation including only variables.

We now replace 10 with a large value, say we set g = 1_000_000_000_000_000_000 . We compute
h = (g * mul)// mul . Of course, g == h is True . However, g is h is False . Because this integer
value is too large to be cached and a new object is generated.

4.6 Summary

Variables allow us to store and access data. After gaining this ability, we finally can begin to write “real”
programs. We do no longer just execute single commands in the Python console. Instead, we can write
Python program files (with the name suffix .py) that perform computations in multiple steps. Our
implementation of the ideas of LIU Hui (刘徽) to approximate the ratio of the circumference of a circle
to its diameter, i.e., the number π, Listing 4.3, was a first example. Here, we refined the approximation
in several steps and ended up with some pretty good estimate.

The elegant syntax of Python allows us to assign and reassign variables. We can swap the values
of two variables a and b by writing a, b = b, a .

However, the elegant and simply syntax also has drawbacks. It does not force us to define the type
of a variable. As a result, it does not prevent us from first storing an integer inside a variable and then
storing a string into it. This can lead to problems and confusion. The Python interpreter does not
care about such potential issues and will happy obey any command we give to it. Therefore, we need
additional tools: Type checkers like Mypy help us to detect such potential problems. They can tell us
if we try to store something in a variable which is of a different type than the previous usage of the
variable. These programs are applied to the program files, read them, and look for errors.

These type checkers cannot guess whether the previous usage was wrong or our attempt to overwrite
the value with one of a different type. Or maybe all is good and we intended from the beginning to
allow the variable to store different kinds of objects. To allow us to create some clarity, type hints
were introduced. We can annotate variables with type hints that, basically, specify the type of objects
we want to be stored in the variables. This gives the dynamically typed Python language the same
expressiveness of statically typed languages like Java. The Python interpreter does not care about this
and, again, happily ignores all such type hints and obeys all of our commands. Static type checking
tools, like Mypy, however, now can see our intend and provide better error messages when they detect
an issue.

As final topic in this section, we tackled the issue of equality versus identity. Two variables x and
y are identical if they point to the same object. Then, x is y and y is x will be True . Even if this

2Some sources say that all integers between -5 and 256 are cached. However, this is highly implementation and
configuration specific and may be entirely different on your machine.
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is not the case, i.e., x is y is False , then the variables do not point to one and the same object.
However, they could still point to two objects which have the same value. Nothing can prevent me
from storing "Hello!" multiple times at multiple different locations in memory. I can let x and y point
to two different locations both storing the same string "Hello!" . Then, x is y may be False , but
x == y could be True .

Having discussed all of these issues, we can not depart from the interesting topic of variables.



Chapter 5

Collections

We already learned about simple datatypes, like integer and floating point numbers, strings, and Boolean
values. We also learned how we can use variables to store instances (objects) of such datatypes.
However, in many cases, we do not just want to store a single object. Often, we want to store and
process collections of objects [42, 63, 72]. Python offers us four basic types of collections:

The first one, lists, are mutable sequences of objects. We can create a list my_list composed of
the three strings "a" , "b" , and "c" by writing my_list = ["a", "b", "c"] . Like the characters in
strings, we can access the elements of lists using square brackets. For instance, my_list[0] would
return the first element of my_list , namely "a" . In Section 5.1 we learn more about lists and we also
get to know a new static code analysis tool that can help us to detect programming issues.

The second type of collections is formed by tuples. Tuples are similar to lists, with two main dif-
ferences: First, tuples are immutable, which means once a tuple is created, it cannot be changed
anymore. Second, the semantics of tuples allows for them to contain objects of different types,
whereas lists should only contain elements of a single type. Tuples are created using parentheses,
so my_tuple = (1, 2, "z") creates a tuple my_tuple containing the two integers 1 and 2 as well as
the string z . The elements can be accessed using square brackets, so my_tuple[1] gives us the second
element, namely 2 . We learn more about tuples in Section 5.2.

The mathematical notion of sets is implemented in the Python datatype set . A set can contain each
element at most once. The methods for modifying sets and for checking whether elements are contained
in them are particularly fast. Sets are created using curly braces, i.e., my_set = {1.2, 2.3, 4.5, 2.3}
would create the set my_set with the three numbers 1.2 , 2.3 , and 4.5 . Notice that 2.3 would appear
only once in the set. Sets cannot be indexed, but like lists and tuples they support the in operator and
1.2 in my_set returns True while 1.3 in my_set is False . We will discuss sets in Section 5.3.

Finally, dictionaries are mappings between keys and values, similar to hash tables in other program-
ming languages. They, too, are created using curly braces which, however, contain key-value pairs.
In other words, my_dict = {"pi": 3.1416, "e": 2.7183, "phi": 1.618} creates a dictionary which
maps the strings "pi" , "e" , and "phi" to the values 3.1416 , 2.7183 , and 1.618 , respectively. The
value of a key can be retrieved using the square-bracket indexing, i.e., my_dict["e"] would return
2.7183 . They are discussed in Section 5.4.

5.1 Lists

A list is a mutable sequence of objects which can be accessed via their index [248]. They work very
similar to the strings we already discussed in Section 3.5, but instead of characters, they can contain
any kind of objects and they can be modified.

5.1.1 Basic Functionality and Examples

In Listing 5.1, we provide some first examples for using lists. A list can be defined by simply writing its
contents, separated by , inside square brackets [...] . ["apple", "pear", "orange"] creates a list
with three elements, namely the strings "apple" , "pear" , and "orange" . If we want to store a list in a
variable, then we can use the type hint list[elementType] where elementType is to be replaced with
the type of the list elements [169]. fruits: list[str] = ["apple", "pear", "orange"] therefore

78
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Listing 5.1: A first example for using lists in Python: creating, indexing, printing of and appending
elements and other lists to lists. (stored in file lists_1.py ; output in Listing 5.2)

1 """An example of creating , indexing , and printing lists."""
2
3 fruits: list[str] = ["apple", "pear", "orange"] # Create List.
4 print(f"We got {len(fruits)} fruits: {fruits}") # Print length and list.
5
6 fruits.append("cherry") # Append one element at the end of a list.
7 print(f"There now are {len(fruits)} fruits: {fruits}")
8
9 vegetables: list[str] = ["onion", "potato", "leek"] # Create list.

10 print(f"The vegetables are: {vegetables}.") # Print the list.
11
12 food: list[str] = [] # Create an empty list.
13 food.extend(fruits) # Append all elements of ‘fruits ‘ to ‘food ‘.
14 food.extend(vegetables) # Append all elements of ‘vegetables ‘ to ‘food ‘.
15 print(f"Fruits and vegetables: {food}") # Print the new list.
16 print(f"len(food) = {len(food)}") # Print the length of list ‘food ‘.
17 print(f"{food [0] = }") # Print the first element of ‘food ‘.
18 print(f"{food [1] = }") # Print the second element of ‘food ‘.
19 print(f"{food [2] = }") # Print the third element of ‘food ‘.
20 print(f"{food[-1] = }") # Print the last element of ‘food ‘.
21 print(f"{food[-2] = }") # Print the second -to -last element.
22 print(f"{food[-3] = }") # Print the third -to -last element.
23
24 del food [1] # Delete the element at index 1 from list ‘food ‘.
25 print(f"Food is now: {food}.") # Print the list again.

↓ python3 lists_1.py ↓

Listing 5.2: The stdout of the program lists_1.py given in Listing 5.1.
1 We got 3 fruits: [’apple ’, ’pear ’, ’orange ’]
2 There now are 4 fruits: [’apple ’, ’pear ’, ’orange ’, ’cherry ’]
3 The vegetables are: [’onion ’, ’potato ’, ’leek ’].
4 Fruits and vegetables: [’apple ’, ’pear ’, ’orange ’, ’cherry ’, ’onion ’, ’

↪→ potato ’, ’leek ’]
5 len(food) = 7
6 food [0] = ’apple ’
7 food [1] = ’pear ’
8 food [2] = ’orange ’
9 food[-1] = ’leek ’

10 food[-2] = ’potato ’
11 food[-3] = ’onion ’
12 Food is now: [’apple ’, ’orange ’, ’cherry ’, ’onion ’, ’potato ’, ’leek ’].

creates the list fruits with the contents listed above. It also tells any automated type checking tool
and other programmers that we intent that only str values should be stored inside the list.

The length of a list is can be obtained using the len function. len(fruits) will therefore return
the value 3 . We can use lists in f-strings just like any other datatype. The string representation of
fruits which then would be used is simply "[’apple’, ’pear’, ’orange’]" .

We can add single elements to a list by using the append method. Invoking
fruits.append("cherry") will append the string "cherry" to the list fruits . The list then equals
["apple", "pear", "orange", "cherry"] and has len(fruits)== 4 .

Of course we can have multiple lists in a program. In Listing 5.1, we now create the second list
vegetables with the three elements "onion" , "potato" , and "leek" .

An empty list is created with expression [] , which consists of just the square brackets with no
contents inside. We can append all the elements of one collection to a list by using the extend
method. We start with the empty list food and then invoke food.extend(fruits) . Now all the

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_1.py
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Listing 5.3: A second example of using lists in Python: inserting and deleting elements, sorting and
reversing lists. (stored in file lists_2.py ; output in Listing 5.4)

1 """An example of creating , modifying , sorting , and copying lists."""
2
3 numbers: list[int] = [1, 7, 56, 2, 4] # Create the list.
4 print(f"The numbers are: {numbers}.") # Print the list.
5
6 print(f"is 7 in the list: {7 in numbers}") # Check if 7 is in the list.
7 print(f"is 2 NOT in the list: {2 not in numbers}") # the opposite check
8 print(f"7 ist at index {numbers.index (7)}.") # Search for number 7.
9 print(f"2 ist at index {numbers.index (2)}.") # Search for number 2.

10
11 numbers.insert(2, 12) # Insert the number 12 at index 2...
12 print(f"After inserting 12, the numbers are: {numbers}.") # and print.
13
14 numbers.remove (56) # Remove the number 56 from the list.
15 print(f"After removing 56, numbers are: {numbers}.") # Print the list.
16
17 numbers.sort() # Sort the list ‘numbers ‘ in place.
18 print(f"The sorted numbers are: {numbers}.") # Print the list.
19
20 numbers.reverse () # Reverse the order of the list elements.
21 print(f"The reversed numbers are: {numbers}.") # And print the list.
22
23 cpy: list[int] = list(numbers) # Create a copy of the list ‘numbers ‘.
24 print(f"cpy == numbers: {cpy == numbers}.") # Indeed , ‘cpy == numbers ‘.
25 print(f"cpy is numbers: {cpy is numbers}.") # No, ‘cpy is not numbers ‘.
26
27 del cpy[0] # We change ‘cpy ‘, but ‘numbers ‘ remains unchanged.
28 print(f"cpy == numbers: {cpy == numbers}.") # Now , ‘cpy != numbers ‘.
29 print(f"cpy is numbers: {cpy is numbers}.") # And ‘cpy is not numbers ‘.
30 print(f"cpy is not numbers: {cpy is not numbers}.") # indeed , it is not.

↓ python3 lists_2.py ↓

Listing 5.4: The stdout of the program lists_2.py given in Listing 5.3.
1 The numbers are: [1, 7, 56, 2, 4].
2 is 7 in the list: True
3 is 2 NOT in the list: False
4 7 ist at index 1.
5 2 ist at index 3.
6 After inserting 12, the numbers are: [1, 7, 12, 56, 2, 4].
7 After removing 56, numbers are: [1, 7, 12, 2, 4].
8 The sorted numbers are: [1, 2, 4, 7, 12].
9 The reversed numbers are: [12, 7, 4, 2, 1].

10 cpy == numbers: True.
11 cpy is numbers: False.
12 cpy == numbers: False.
13 cpy is numbers: False.
14 cpy is not numbers: True.

contents of the list fruits are appended to food . We then invoke food.extend(vegetables) , which
will add all the elements from the list vegetables to food as well. fruits and vegetables remain
unchanged during this procedure, but food now contains all of their elements as well. It contains all
seven fruits and vegetables and its len(food) is therefore 7 .

We can access the elements of a list by their index, again in the same way we access the characters
in a string. food[0] returns the first element of the list food , which is "apple" . food[1] returns the
second element of the list food , which is "pear" . And so on. We can also access the elements using
the end of the list as reference: food[-1] returns the last element of the list food , which is "leek" .
food[-2] returns the second-to-last element of the list food , which is "potato" . And so on.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_2.py
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Listing 5.5: A third example of using lists in Python: slicing, adding, and multiplying lists. (stored in
file lists_3.py ; output in Listing 5.6)

1 """An example of more operations with lists."""
2
3 l1: list[int] = [1, 2, 3, 4] # create first list
4 l2: list[int] = [5, 6, 7] # create second list
5 l3: list[int] = l1 + l2 # l3 = concatenation of l1 and l2.
6 print(f"l3 = l1 + l2 == {l3}") # [1, 2, 3, 4, 5, 6, 7]
7
8 l4: list[int] = l2 * 3 # l4 = l2, repeated three times.
9 print(f"l4 = l2 * 3 == {l4}") # [5, 6, 7, 5, 6, 7, 5, 6, 7]

10
11 l5: list[int] = l4[2:-2] # l5 = l4 from index 2 to 3rd from end
12 print(f"l5 = l4[2: -2] == {l5}") # [7, 5, 6, 7, 5]
13
14 l6: list[int] = l4 [1::2] # start at index 1, take every 2nd element
15 print(f"l6 = l4 [1::2] == {l6}") # [6, 5, 7, 6]
16
17 # Start copying l4 at last element , move backwards take every 2nd
18 # element , and stop right before index =3.
19 l7: list[int] = l4[-1:3:-2]
20 print(f"l7 = l4[-1:3: -2] == {l7}") # [7, 5, 6]
21
22 l7[1] = 12 # Modify the slice l7 originally from l4.
23 print(f"{l4 = }, {l7 = }") # Shows that l4 remains unchanged.
24
25 a, b, c = l2 # store the three elements of l2 into variables
26 print(f"{a = }, {b = }, {c = }") # a=5, b=6, c=7

↓ python3 lists_3.py ↓

Listing 5.6: The stdout of the program lists_3.py given in Listing 5.5.
1 l3 = l1 + l2 == [1, 2, 3, 4, 5, 6, 7]
2 l4 = l2 * 3 == [5, 6, 7, 5, 6, 7, 5, 6, 7]
3 l5 = l4[2:-2] == [7, 5, 6, 7, 5]
4 l6 = l4 [1::2] == [6, 5, 7, 6]
5 l7 = l4[ -1:3:-2] == [7, 5, 6]
6 l4 = [5, 6, 7, 5, 6, 7, 5, 6, 7], l7 = [7, 12, 6]
7 a = 5, b = 6, c = 7

Finally, elements can also be deleted from the list by their index. del food[1] deletes the second
element from the list food . The second element is pear and if we print food again, it has indeed
disappeared.

In Listing 5.3, we illustrate some more operations on lists. We begin again by creating a list,
this time of numbers: numbers: list[int] = [1, 7, 56, 2, 4] creates (and type-hints) a list of five
integers. If we want to know whether an element is included in a list, we can use the in operator.
7 in numbers returns True if 7 is located somewhere inside the list numbers and False otherwise.
The not in operator inquires the exact opposite: 2 not in numbers becomes True if 2 is not in the
list numbers and is False if it is in the list. If we want to know at which index a certain element in the
list is located, we can use the index method. numbers.index(7) will search where the number 7 is
located inside numbers . Since it is the second elements and indices start at 0, it returns 1 . Similarly,
numbers.index(7) returns 3 , because numbers[3] == 2 .

The insert method allows us insert an element at a specific index. The elements which are currently
at that or higher indices are moved up one slot. numbers.insert(2, 12) will insert the number 12 at
index 2 into the list numbers . The element 56 which currently occupies this spot is moved to index 3 ,
which means that the 2 located at this place is moved to index 4 , which means that the value 4
which right now is stored in this location will move to index 5 . The list numbers now looks like this:
[1, 7, 12, 56, 2, 4] .

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_3.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_3.py
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If we want to remove a specific element from the list without knowing its location, the remove
method will do the trick. numbers.remove(56) searches through the list numbers for the element 56
and, once it finds it, deletes it. The list becomes [1, 7, 12, 2, 4] .

We can sort a list inplace by using the sort method. numbers.sort() sorts the list numbers , which
then becomes [1, 2, 4, 7, 12] . Similarly, we can reverse a list, i.e., make the last element become
the first, the second-to-last element the second, and so on, by using the method reverse . Reversing
the list numbers after we sorted it will turn it into [12, 7, 4, 2, 1] .

If we want to create a list copy of an existing sequence, we can just invoke the constructor list
directly. cpy: list[int] = list(numbers) creates the new list cpy which has the same contents
as numbers . This means that cpy == numbers will be True , because cpy is an exact copy of numbers .
cpy is numbers , however, is False . They are not the same object.

We can change cpy by deleting its first element via del cpy[0] . numbers will be unaffected by
this and stays unchanged. Now, both cpy == numbers and cpy is numbers will be False . By the
way, in the same manner as not in is the opposite of the in operator, not is is the opposite of is :
cpy is not numbers yields True because cpy is not the same object as numbers .

In Listing 5.5, we continue our journey through the magical land of Python lists . You can add
two lists a and b using + , i.e., do c = a + b . The result is a new list which contains all elements
of the first list a followed by all the elements from the second list b . Therefore, the expression
[1, 2, 3, 4] + [5, 6, 7] results in [1, 2, 3, 4, 5, 6, 7] . Similarly, if you multiply a list by an
integer n , you get a new list which equals the old list n times concatenated. [5, 6, 7] * 3 therefore
yields [5, 6, 7, 5, 6, 7, 5, 6, 7] .

In Section 3.5.1, we discussed string slicing. Lists can be sliced in pretty much the same way [248].
When slicing a list l or a string, you can provide either two or three values in the square brackets,
i.e., either do l[i:j] or l[i:j:k] . If j < 0 , then it is replaced with len(l)- j . In both the two and
three indices case, i is the inclusive start index and j is the exclusive end index, i.e., all elements with
index m such that i <= m < j . In other words, the slice will contain elements from l whose index
is between i and j , including the element at index i but not including the element at index j . If
a third index k is provided, the it is the step length. l[i:j:k] selects all items at indices m where
m = i + n*k , n >= 0 and i <= m < j . If i is omitted, i.e., if :j:k is provided, then i=0 is assumed.
If j is omitted, i.e., if i::k is provided, then j=len(l) is assumed.

If you have a list l4 = [5, 6, 7, 5, 6, 7, 5, 6, 7] , then the slice l4[2:-2] will return a new
list which contains all the elements of l4 starting from index 2 and up to (excluding) the second-to-last
element. The slice l4[1::2] starts at index 1 , continues until the end of the list, and adds every second
element. This results in [6, 5, 7, 6] . As final example, consider the slice l4[-1:3:-2] . It will begin
creating the new list at the last element. The step-length is -2 , so it will move backwards and add
every second element to the new list. It stops adding elements before reaching index 3 . Therefore, the
result will be the new list l7 = [7, 5, 6] .

Notice that the slices we create are independent copies of ranges of the original lists. The list l7
is a slice from the list l4 . If we modify it, e.g., set l7[1] = 12 , then we set the second element of l7
to 12 . l7 becomes [7, 12, 6] . Now, the second element of l7 originally is the seventh element
of l4 , namely the 5 located at index 6 , which is equivalent to index -3 . You may wonder whether this
element now also has changed. It did not. l4 remains unchanged by any operation on the independent
copied slice l7 .

An interesting functionality is also list unpacking. In Section 3.5.1, the list l2 contains the three
elements [5, 6, 7] . If we know the number of elements in the list in our program, then we can
assign them to exactly the same number of variables. a, b, c = l2 creates and assigns values to three
variables a=5 , b=6 , and c=7 by unpacking the list l2 .

5.1.2 An Example of Errors and a new Tool

Now, in the previous chapter, we learned that static code analysis tools can help us to discover subtle
problems in our programs. Obviously, when dealing with more complex datastructures like lists, there
are also more potential problems, more mistakes that one could make. Let us look at the very short
example Listing 5.7. The program consists of only two lines, my_list: list[str] = list([1, 2, 3])
and print(my_list) . It does not have any error in the strict sense. We can execute it just fine and it
will produce the output [1, 2, 3] as shown in Listing 5.8.
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Listing 5.7: A program processing lists which exhibits some subtle errors and inefficiencies. (stored in
file lists_error.py ; output in Listing 5.8)

1 my_list: list[str] = list([1, 2, 3])
2 print(my_list)

↓ python3 lists_error.py ↓

Listing 5.8: The stdout of the program lists_error.py given in Listing 5.7.
1 [1, 2, 3]

Listing 5.9: The results of static type checking with Mypy of the program given in Listing 5.7.
1 $ mypy lists_error.py --no-strict -optional --check -untyped -defs
2 lists_error.py:1: error: List item 0 has incompatible type "int"; expected

↪→ "str" [list -item]
3 lists_error.py:1: error: List item 1 has incompatible type "int"; expected

↪→ "str" [list -item]
4 lists_error.py:1: error: List item 2 has incompatible type "int"; expected

↪→ "str" [list -item]
5 Found 3 errors in 1 file (checked 1 source file)
6 # mypy 1.15.0 failed with exit code 1.

tweise@weise-laptop:~$ pip install ruff
Defaulting to user installation because normal site-packages is not writeable
Collecting ruff

Downloading ruff-0.6.2-py3-none-manylinux_2_17_x86_64.manylinux2014_x86_64.whl
.metadata (25 kB)
Downloading ruff-0.6.2-py3-none-manylinux_2_17_x86_64.manylinux2014_x86_64.whl (
10.3 MB)

10.3/10.3 MB 20.1 kB/s eta 0:00:00
WARNING: Error parsing dependencies of pdfminer-six: Invalid version: '-VERSION-
'
Installing collected packages: ruff
Successfully installed ruff-0.6.2
tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 5.1: Installing Ruff in a Ubuntu terminal via pip (see Section 14.1 for a discussion of how
packages can be installed).

However, upon closer inspection, we discover some issues. In a first step, we would apply Mypy (as Use-
ful Tool 2) to check for problems with the types of variables. And indeed, Listing 5.9 shows us three
errors! We defined my_list as a list of strings by using the type hint list[str] . However, we then
set its value to be a list of three integer numbers (hence, three errors). As promised in the title of this
section, we will also use another tool to analyze this program: Ruff.

Useful Tool 3 Ruff is a very fast Python linter that checks the code for all kinds of problems,
ranging from formatting and style issues over missing documentation to performance problems
and potential errors [182]. It can be installed via pip install ruff as shown in Figure 5.1 on
page 83. You can then apply Ruff using the command ruff check fileToScan.py . We provide
a script for using Ruff with a reasonable default configuration in Listing 16.2 on page 329.

Let us apply Ruff to the program lists_error.py given in Listing 5.7, which produces the output
Listing 5.10. Ruff finds two errors in this file: First, it complains that any python file should start
with multi-line string specifying the purpose of the file. The use of such docstrings makes it easier for
other programmers to understand what is done by which file in projects that are composed of multiple
Python scripts.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_error.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_error.py
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Listing 5.10: The results of linting with Ruff of the program given in Listing 5.7. (We used the script
given in Listing 16.2 on page 329 to apply Ruff.)

1 $ ruff check --target -version py312 --select=A,AIR ,ANN ,ASYNC ,B,BLE ,C,C4 ,COM
↪→ ,D,DJ ,DTZ ,E,ERA ,EXE ,F,FA ,FIX ,FLY ,FURB ,G,I,ICN ,INP ,ISC ,INT ,LOG ,N,NPY ,
↪→ PERF ,PIE ,PLC ,PLE ,PLR ,PLW ,PT ,PYI ,Q,RET ,RSE ,RUF ,S,SIM ,T,T10 ,TD,TID ,TRY ,
↪→ UP,W,YTT --ignore=A005 ,ANN001 ,ANN002 ,ANN003 ,ANN204 ,ANN401 ,B008 ,B009 ,
↪→ B010 ,C901 ,D203 ,D208 ,D212 ,D401 ,D407 ,D413 ,INP001 ,N801 ,PLC2801 ,PLR0904 ,
↪→ PLR0911 ,PLR0912 ,PLR0913 ,PLR0914 ,PLR0915 ,PLR0916 ,PLR0917 ,PLR1702 ,
↪→ PLR2004 ,PLR6301 ,PT011 ,PT012 ,PT013 ,PYI041 ,RUF100 ,S,T201 ,TRY003 ,UP035 ,W
↪→ --line -length 79 lists_error.py

2 lists_error.py :1:1: D100 Missing docstring in public module
3 lists_error.py :1:22: C410 Unnecessary list literal passed to ‘list()‘ (

↪→ remove the outer call to ‘list() ‘)
4 |
5 1 | my_list: list[str] = list([1, 2, 3])
6 | ^^^^^^^^^^^^^^^ C410
7 2 | print(my_list)
8 |
9 = help: Remove outer ‘list()‘ call

10
11 Found 2 errors.
12 No fixes available (1 hidden fix can be enabled with the ‘--unsafe -fixes ‘

↪→ option).
13 # ruff 0.11.2 failed with exit code 1.

Best Practice 16 Each Python file should start with a string describing its purpose [108].
This can either be a single line, like a headline, or a longer text. In the second case, the first
line must be a headline, followed by an empty line, followed by the rest of the text. Either way,
it must be a string delimited by """...""" [108, 302].

Additionally, Ruff finds that writing list([1, 2, 3]) is actually useless waste of speed and memory:
It basically creates a list via [1, 2, 3] and then immediately makes a copy of it via the list function
wrapped around the list specification. We can leave this outer call to list away.

In Listing 5.11 we implement the three recommendations from the two tools. We change the type
hint of the list to list[int] , which solves the type confusion that Mypy discovered. We remove the
useless copying of the list as Ruff recommended. Finally, we add a proper docstring at the top of the
file, in which we even document the changes we applied. The output Listing 5.12 of the new program
remains the same. But now, both tools are satisfied, as shown in Listings 5.13 and 5.14. And our
program is much clearer and faster.

Best Practice 17 Use many static code analysis tools and use them always. They can discover
a wide variety of issues, problems, or potential improvements. They can help you to keep your
code clean and to enforce a good programming style. Do not just apply them, but also
implement their suggestions where possible.
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Listing 5.11: The corrected version of Listing 5.7, taking into account the information given by Mypy
in Listing 5.9 and Ruff in Listing 5.10. (stored in file lists_fixed.py ; output in Listing 5.12)

1 """
2 A fixed version of the original , erroneous program.
3
4 The original program was only two lines , namely:
5
6 > my_list: list[str] = list([1, 2, 3])
7 > print(my_list)
8
9 There were three errors:

10
11 1. mypy will detect that we store integers in a list of str.
12 2. ruff finds the missing docstring at the program head.
13 3. ruff finds that writing [1, 2, 3] is better than list([1, 2, 3]).
14
15 We now fix it here.
16 """
17 my_list: list[int] = [1, 2, 3]
18 print(my_list)

↓ python3 lists_fixed.py ↓

Listing 5.12: The stdout of the program lists_fixed.py given in Listing 5.11.
1 [1, 2, 3]

Well, this was only a two-line program. But ask yourself: Did you spot the incorrect type hint
when you read the program? Did you see that we actually created a list and then copied it instead of
using it directly? (The docstring I give you, no chance of seeing that as we did not mention it before.)
Imagine that your job would be to work on a program with thousands of lines that was developed by
a colleague. Wouldn’t you love it if that colleague had thoroughly documented and type-hinted and
checked their code? Be that colleague.

Listing 5.13: The results of static type checking with Mypy of the program given in Listing 5.11.
1 $ mypy lists_fixed.py --no-strict -optional --check -untyped -defs
2 Success: no issues found in 1 source file
3 # mypy 1.15.0 succeeded with exit code 0.

Listing 5.14: The results of static type checking with Ruff of the program given in Listing 5.11.
1 $ ruff check --target -version py312 --select=A,AIR ,ANN ,ASYNC ,B,BLE ,C,C4 ,COM

↪→ ,D,DJ ,DTZ ,E,ERA ,EXE ,F,FA ,FIX ,FLY ,FURB ,G,I,ICN ,INP ,ISC ,INT ,LOG ,N,NPY ,
↪→ PERF ,PIE ,PLC ,PLE ,PLR ,PLW ,PT ,PYI ,Q,RET ,RSE ,RUF ,S,SIM ,T,T10 ,TD,TID ,TRY ,
↪→ UP,W,YTT --ignore=A005 ,ANN001 ,ANN002 ,ANN003 ,ANN204 ,ANN401 ,B008 ,B009 ,
↪→ B010 ,C901 ,D203 ,D208 ,D212 ,D401 ,D407 ,D413 ,INP001 ,N801 ,PLC2801 ,PLR0904 ,
↪→ PLR0911 ,PLR0912 ,PLR0913 ,PLR0914 ,PLR0915 ,PLR0916 ,PLR0917 ,PLR1702 ,
↪→ PLR2004 ,PLR6301 ,PT011 ,PT012 ,PT013 ,PYI041 ,RUF100 ,S,T201 ,TRY003 ,UP035 ,W
↪→ --line -length 79 lists_fixed.py

2 All checks passed!
3 # ruff 0.11.2 succeeded with exit code 0.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_fixed.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/lists_fixed.py
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5.2 Tuples

Tuples are very similar to lists, with three differences: First, they are immutable. You cannot add,
delete, or change the elements of a tuple. Second, on a semantic level, lists are intended to hold
objects of the same type. The type hint list[int] indicates that we want something to be list of
integer numbers. While the Python interpreter permits us to ignore this and still store arbitrary objects
in that list, this would violate the idea behind lists. Tuples, on the other hand, are designed to contain
elements of different types. Since they cannot be changed, it will always be clear which element of
which type is at which location. Three, tuples are defined using parentheses instead of square brackets,
i.e., with (...) .

Best Practice 18 When you need to use an indexable sequence of objects, use a list if you
intent to modify this sequence. If you do not intent to change the sequence, use a tuple.

Listing 5.15 shows us some of the things we can do with tuples. We create a tuple fruits
to hold three strings. The proper type hint for this is tuple[str, str, str] [169]. The line
fruits: tuple[str, str, str] = ("apple", "pear", "orange") thus creates a tuple fruits which
contains three strings, namely "apple" , "pear" , and "orange" We also annotated the variable with a
type hint informing any static code analysis tool that we indeed intend to store three strings in the tuple.
Notice that the tuple is defined using parentheses, whereas a list with the same content would have
been defined using square brackets, e.g., as fruits: list[str] = ["apple", "pear", "orange"] .

If we are not sure about the actual number of elements that we will put in a tuple but
know that they are all of the same type, we can use the ellipsis ... in the type hint.
tuple[str, ...] denotes a tuple that can receive an arbitrary amount of strings. The line
veggies: tuple[str, ...] = ("onion", "potato", "leek", "garlic") is therefore correct and de-
fined a tuple veggies consisting of four strings.

Listing 5.15: A first example of using tuples in Python: creating, indexing, and printing of tuples. (stored
in file tuples_1.py ; output in Listing 5.16)

1 """An example of creating , indexing , and printing tuples."""
2
3 fruits: tuple[str , str , str] = ("apple", "pear", "orange")
4 print(f"We got {len(fruits)} fruits: {fruits}")
5
6 veggies: tuple[str , ...] = ("onion", "potato", "leek", "garlic")
7 print(f"The vegetables are: {veggies}.") # Print the tuple.
8
9 print(f"{veggies [0] = }") # first element of ‘veggies ‘.

10 print(f"{veggies [1] = }") # second element of ‘veggies ‘.
11 print(f"{veggies [-1] = }") # last element of ‘veggies ‘.
12 print(f"{veggies [-2] = }") # second -to-last element.
13
14 print(f"is pear in fruits: {’pear’ in fruits}")
15 print(f"is pear in veggies: {’pear’ in veggies}")
16 print(f"apple is at index {fruits.index(’apple ’)} in fruits.")

↓ python3 tuples_1.py ↓

Listing 5.16: The stdout of the program tuples_1.py given in Listing 5.15.
1 We got 3 fruits: (’apple ’, ’pear ’, ’orange ’)
2 The vegetables are: (’onion ’, ’potato ’, ’leek ’, ’garlic ’).
3 veggies [0] = ’onion ’
4 veggies [1] = ’potato ’
5 veggies [-1] = ’garlic ’
6 veggies [-2] = ’leek ’
7 is pear in fruits: True
8 is pear in veggies: False
9 apple is at index 0 in fruits.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/tuples_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/tuples_1.py
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Listing 5.17: A second example of using tuples in Python: tuples with elements of different types and
tuple unpacking. (stored in file tuples_2.py ; output in Listing 5.18)

1 """An example of creating tuples of mixed types."""
2
3 mixed: tuple[str , int , float] = ("apple", 12, 1e25) # mixed types
4 print(f"The mixed tuple is {mixed}.") # print the tuple
5
6 other: tuple[str , int , float] = ("pear", 1, 1.2) # second such tuple
7 print(f"the other tuple: {other}.") # print it as well
8
9 tuples: list[tuple[str , int , float]] = [ # create a list of 4 tuples

10 mixed , ("pear", -2, 4.5), other , ("pear", -2, 3.3)]
11 print(f"tuples list: {tuples}.") # print that list
12
13 tuples.sort() # sort the list
14 print(f"sorted tuples list: {tuples}.")
15
16 a, b, c = mixed # we unpack the tuple
17 print(f"a={a}, b={b}, c={c}")
18
19 mixed = "x", 4, 4.5
20 print(f"mixed is now: {mixed}")

↓ python3 tuples_2.py ↓

Listing 5.18: The stdout of the program tuples_2.py given in Listing 5.17.
1 The mixed tuple is (’apple ’, 12, 1e+25).
2 the other tuple: (’pear ’, 1, 1.2).
3 tuples list: [(’apple ’, 12, 1e+25), (’pear ’, -2, 4.5), (’pear ’, 1, 1.2), (’

↪→ pear ’, -2, 3.3)].
4 sorted tuples list: [(’apple ’, 12, 1e+25), (’pear ’, -2, 3.3), (’pear ’, -2,

↪→ 4.5), (’pear ’, 1, 1.2)].
5 a=apple , b=12, c=1e+25
6 mixed is now: (’x’, 4, 4.5)

The elements of tuples can be accessed using the normal square brackets, exactly like list elements.
veggies[0] gives us the first element of the tuple veggies , namely "onion" . veggies[1] gives us
the second element of the tuple veggies , namely "potato" . Negative indices also work and index the
tuple from the end. veggies[-1] gives us the last element of the tuple veggies , namely "garlic" .
veggies[-2] gives us the second-to-last element of the tuple veggies , namely "leek" .

Tuples support many of the same non-modifying operators as lists. The in and not in operators
both work. We quickly test only the former by asking ’pear’in fruits , which evaluates to True
and ’pear’in veggies , which is False . The index , too, is available and fruits.index(’apple’)
returns 0 because "apple" is the very first element of fruits .

In Listing 5.17 we explore tuples containing elements of multiple types. The type hint
tuple[str, int, float] states that we want to define a tuple where the first element is a string,
the second element is an integer number, and the third element is a floating point number.
The line mixed: tuple[str, int, float] = ("apple", 12, 1e25) stores such a tuple in the vari-
able mixed . The first element of the tuple is the string "apple" . The second element is the
integer 12 and the third element is the floating point number 1e25 , i.e., 1025. With the line
other: tuple[str, int, float] = ("pear", 1, 1.2) we create another such tuple.

We now want to create a list of such tuples. This list should, of course, also be annotated with the
proper type hint. This is easy: The type hint for our kind of tuples is tuple[str, int, float] .
The type hint for a list is list[elementType] , where elementType is the type of the elements.
If we want to create a list containing tuples of our kind, then the proper type hint would be
list[tuple[str, int, float]] . Having realized this, we can now create the list tuples . We use
the square bracket syntax for this. As first element, we put the tuple stored in the variable mixed .
Then we simply define another tuple ("pear", -2, 4.5) inline. The third element is the tuple stored

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/tuples_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/tuples_2.py
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Listing 5.19: A third example of using tuples in Python: testing the immutability property. (stored in
file tuples_3.py ; output in Listing 5.20)

1 """An example of testing the immutability of tuples."""
2
3 # Create a tuple consisting of an immutable object (the integer ‘1‘) and
4 # a mutable object (the list [2]).
5 mt: tuple[int , list[int]] = (1, [2])
6 print(f"{mt = }") # This prints mt == (1, [2])
7
8 mt[1]. append (2) # We can actually change the list inside the tuple.
9 print(f"{mt = }") # This prints mt == (1, [2, 2])

10
11 mt[1] = [3, 4] # However , this will fail with an TypeError exception.
12 print(f"{mt = }") # ...and we never reach this part.

↓ python3 tuples_3.py ↓

Listing 5.20: The stdout and stderr as well as the exit code of the program tuples_3.py given
in Listing 5.19.

1 mt = (1, [2])
2 mt = (1, [2, 2])
3 Traceback (most recent call last):
4 File "{...}/ collections/tuples_3.py", line 11, in <module >
5 mt[1] = [3, 4] # However , this will fail with an TypeError exception.
6 ~~^^^
7 TypeError: ’tuple ’ object does not support item assignment
8 # ’python3 tuples_3.py’ failed with exit code 1.

Listing 5.21: The results of static type checking with Mypy of the program given in Listing 5.19.
1 $ mypy tuples_3.py --no-strict -optional --check -untyped -defs
2 tuples_3.py:11: error: Unsupported target for indexed assignment (" tuple[

↪→ int , list[int ]]") [index]
3 Found 1 error in 1 file (checked 1 source file)
4 # mypy 1.15.0 failed with exit code 1.

in variable other . As last element, we again define a tuple ("pear", -2, 3.3) . Listing 5.18 shows
that we can print this list of tuples just like any other list (using an f-string).

There is an order defined on tuples. Two tuples x and y are compared elementwise lexicographically.
If the first element of x is less than the first element of y , then x < y . If the first element of x is
greater than the first element of y , then x > y . If the first elements of both tuples are the same, the
comparison continues at the second element, and so on. This means that we can sort our list of tuples
by writing tuples.sort() . As a result, the tuple with the string "apples" remains at the first position.
All other tuples have "pear" as first element and thus are “greater.” Two of them have the integer -2
as the second element and thus are located before the tuple with 1 as second element. Among these
two tuples, the one with the smallest third element comes first.

Finally, this example program shows us that we can unpack tuples just like lists. a, b, c = mixed
stores "apple" in a , 12 in b , and 1e25 in c . Interestingly, we can also create tuples the other way
around. We can leave away the parentheses when creating tuples in cases where no confusion is possible.
mixed = "x", 4, 4.5 has the same effect as mixed = ("x", 4, 4.5) .

Let us finally explore the immutability of tuples in Listing 5.17. As stated before, we are not
permitted to add, remove, insert, delete, or overwrite any element of a tuple. What happens if we try
create a tuple that contains a list? The line mt: tuple[int, list[int]] = (1, [2]) does just this.
It creates a new tuple mt whose first element is the integer number 1 and whose second element is a
list of integers, namely [2] . We can access this list via mt[1] . While the tuple cannot be changed,
this list can! mt[1].append(2) will append the number 2 to the list, which now is [2, 2] . Printing
f"mt == mt" therefore yields mt == (1, [2, 2]) .

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/tuples_3.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/tuples_3.py
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What we are never permitted to do is to change the contents of the tuple itself. Trying to do
mt[1] = [3, 4] will raise a TypeError . This is an exception which, unless properly caught and handled,
will terminate the program immediately. Listing 5.20 shows us this. While the first two print commands
still succeed, the program crashes when we lay our hands on the tuple directly. The Python interpreter
is kind enough to print the error as well as where it happened (see also later in Chapter 9). This would
help the programmer to find the problem.

Had the programmer used Mypy to check the code before running it, however, they would have found
the error already. The output of Mypy given in Listing 5.21 shows us that a tuple is an Unsupported
target for indexed assignment. And indeed it is.

Best Practice 19 Only put immutable objects into tuples. Mutable objects inside tuples
makes the tuples modifiable as well, while other programmers may assume that they are im-
mutable. This can lead to strange errors down the line.

In summary, tuples are like lists, just immutable and they are semantically conceptualized to contain
objects of different types. Careful with immutability, though, as it can only be guaranteed if the tuple
itself consists of only immutable objects.

5.3 Sets

Lists and tuples are classical sequence-based datastructures. Another classical datastructure is a set.
Lists and tuples can contain an element arbitrarily often. Sets implement the mathematical notation
of sets. Different from tuples and lists, they can contain each element at most once. To ensure this
property, sets, like tuples, should only contain immutable objects. If you could change the object, then
there would be no way for the set to ensure that no two of its objects can be the same.

Best Practice 20 Only put immutable objects into sets.

Different from tuples, sets themselves are not immutable. Furthermore, sets are unordered collec-
tions [249]. Therefore, also different from tuples and lists, they cannot be indexed, i.e., the square-
bracket notation does not work with sets.

Best Practice 21 Sets are unordered. Never expect anything about how the objects you put
into a set are actually stored there.

At this point, you may ask: What do I need sets for? Adding and removing objects and checking whether
an object is contained in a collection . . . lists can do all of that as well. Plus lists are ordered and
indexable. So what is the advantage of sets? Sets are fast. In Python, sets are implemented based on
the concept of hash tables and thus inherit the computational performance of these datastructures [66,
155, 257]. The operation for checking whether one object is contained in a set can be done in O(1)
in average, whereas lists need O(n) in average, with n being the list length [6, 131, 194]. This means
that checking whether an element is contained in a set costs approximately a constant number of CPU
cycles, whereas doing the same for a list takes a number of cycles roughly linear in the length of the
list. Lists thus can be preferred if we either only have very few elements to check or if we need to access
elements using integer indices. If we have more than just very few elements and/or need to perform
set operations such as those discussed in the following text, sets are the way to go.

In Listing 5.22, we provide a first example of creating and working with sets. Sets can
be created by using curly braces, i.e, {...} . They can be type-hinted using the notation
set[elementType] where elementType is the type of elements to be stored in the set [169]. The
line upper: set[str] = {"A", "G", "B", "T", "V"} creates the variable upper , which points to a set
of the five uppercase latin characters "A" , "G" , "B" , "T" , and "V" . The type hint set[str] states
that this is a set that shall contain only strings.

With the method add , we can add new elements to a set. Invoking upper.add("Z") will add the
string "Z" to the set upper . The following call to upper.add("A") does nothing, because the string "A"
is already contained in the set. Similarly, invoking upper.add("Z") again also does nothing, since "Z"
is now already a set member as well.
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Listing 5.22: A first example of using sets in Python: creating, modifying, and converting sets. Since
sets are unordered, printing them can yield a different result each time a program is executed (see Best
Practice 21). (stored in file sets_1.py ; output in Listing 5.23)

1 """An example of creating , modifying , and converting sets."""
2
3 upper: set[str] = {"A", "G", "B", "T", "V"} # Some uppercase letters ...
4 print(f"some uppercase letters are: {upper}") # Print the set.
5
6 upper.add("Z") # Add the letter "Z" to the set.
7 upper.add("A") # The letter "A" is already in the set.
8 upper.add("Z") # The letter "Z" is already in the set.
9 print(f"some more uppercase letters are: {upper}") # Print the set.

10
11 upper.update (["K", "G", "W", "Q", "W"]) # Try to add 5 letters.
12 print(f"even uppercase letters are: {upper}") # Print the set.
13
14 lower_tuple: tuple[str , ...] = ("b", "i", "j", "c", "t", "i")
15 lower: set[str] = set(lower_tuple) # Convert a tuple to a set.
16 print(f"some lowercase letters are: {lower}") # Print the set ’lower ’.
17 lower.remove("b") # Delete letter b from the set of lower case letters.
18 print(f"lowercase letters after deleting ’b’: {lower}") # Print the set.
19
20 letters: set[str] = set(lower) # Copy the set of lowercase characters.
21 letters.update(upper) # Add all uppercase characters.
22 print(f"some letters are: {letters}") # Print the set ’letters ’.
23
24 # Create a sorted list containing all elements of the set letters.
25 # Warning: Strings are sorted such that uppercase characters come before
26 # lowercase characters.
27 letters_list: list[str] = sorted(letters)
28 print(f"the sorted list of letters is: {letters_list}")

↓ python3 sets_1.py ↓

Listing 5.23: The stdout of the program sets_1.py given in Listing 5.22.
1 some uppercase letters are: {’T’, ’B’, ’V’, ’A’, ’G’}
2 some more uppercase letters are: {’T’, ’B’, ’V’, ’A’, ’G’, ’Z’}
3 even uppercase letters are: {’Z’, ’T’, ’B’, ’V’, ’Q’, ’A’, ’G’, ’K’, ’W’}
4 some lowercase letters are: {’t’, ’j’, ’b’, ’i’, ’c’}
5 lowercase letters after deleting ’b’: {’t’, ’j’, ’i’, ’c’}
6 some letters are: {’Q’, ’t’, ’A’, ’G’, ’Z’, ’j’, ’K’, ’T’, ’W’, ’B’, ’V’, ’

↪→ i’, ’c’}
7 the sorted list of letters is: [’A’, ’B’, ’G’, ’K’, ’Q’, ’T’, ’V’, ’W’, ’Z

↪→ ’, ’c’, ’i’, ’j’, ’t’]

We can also add a batch of elements to the set using the update method.
upper.update(["K", "G", "W", "Q", "W"]) attempts to add all five elements in the list
["K", "G", "W", "Q", "W"] to the set upper . However, "W" appears twice and hence, is only added
once. "G" is already a member of the set and therefore not added.

We can also create a set by passing a sequence into the constructor set . To demonstrate this, we
first create the tuple lower_tuple to hold the lowercase characters ("b", "i", "j", "c", "t", "i") .
The command lower: set[str] = set(lower_tuple) creates the set lower , type hints it as set of
strings, and lets it contain all the elements of lower_tuple . lower_tuple contains the letter "i"
twice, but it will appear only once in the set that we have created. Notice: Just calling set() without
argument (or with an empty collection inside) creates an empty set. We can delete an element of a set
using the remove function: lower.remove("b") deletes the element "b" from the set lower .

We now copy the set upper by invoking set(upper) and obtain the new set letters . We add all
the elements of set lower to the set letters by calling letters.update(lower) .

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/sets_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/sets_1.py
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Listing 5.24: A second example of using sets in Python: creating sets and set operations (as illustrated
in Figure 5.2). Since sets are unordered, printing them can yield a different result each time a program
is executed (see Best Practice 21). (stored in file sets_2.py ; output in Listing 5.25)

1 """An example of creating sets and set operations."""
2
3 odd: set[int] = {1, 3, 5, 7, 9, 11, 13, 15} # a subset of odd numbers
4 print(f"some odd numbers are: {odd}") # Print the set.
5 print(f"is 3 \u2208 odd: {3 in odd}") # Check if 3 is in the set odd.
6 print(f"is 2 \u2209 odd: {2 not in odd}") # Check if 2 is NOT in odd.
7
8 prime: set[int] = {2, 3, 5, 7, 11, 13} # a subset of the prime numbers
9 print(f"some prime numbers are: {prime}") # Print the set.

10
11 set_or: set[int] = odd.union(prime) # Create a new set as union of both
12 print(f"{len(set_or)} numbers are in odd \u222A prime: {set_or},")
13
14 set_and: set[int] = odd.intersection(prime) # Compute the intersection.
15 print(f"{len(set_and)} are in odd \u2229 prime: {set_and},")
16
17 only_prime: set[int] = prime.difference(odd) # Prime but not odd
18 print(f"{len(only_prime)} are in prime \u2216 odd: {only_prime},")
19
20 # Get the numbers that are in one and only one of the two sets.
21 set_xor: set[int] = odd.symmetric_difference(prime)
22 print(f"{len(set_xor)} are in (odd \u222A prime) "
23 f"\u2216 (odd \u2229 prime): {set_xor}, and")
24
25 only_odd: set[int] = odd.difference(prime) # Odd but not prime
26 print(f"{len(only_odd)} are in odd \u2216 prime: {only_odd},")
27 odd.difference_update(prime) # delete all prime numbers from odd
28 print(f"after deleting all primes from odd , we get {odd}")

↓ python3 sets_2.py ↓

Listing 5.25: The stdout of the program sets_2.py given in Listing 5.24.
1 some odd numbers are: {1, 3, 5, 7, 9, 11, 13, 15}
2 is 3 ∈ odd: True
3 is 2 /∈ odd: True
4 some prime numbers are: {2, 3, 5, 7, 11, 13}
5 9 numbers are in odd ∪ prime: {1, 2, 3, 5, 7, 9, 11, 13, 15},
6 5 are in odd ∩ prime: {3, 5, 7, 11, 13},
7 1 are in prime \ odd: {2},
8 4 are in (odd ∪ prime) \ (odd ∩ prime): {1, 2, 9, 15}, and
9 3 are in odd \ prime: {1, 9, 15},

10 after deleting all primes from odd , we get {1, 9, 15}

We can also convert the set letters to a list or tuple. list(letters) will achieve the former,
tuple(letters) tuple the latter. However, since sets are unordered [249, 250] and the order in which
the elements would appear in the created list or tuple is not defined. They may appear in a strange
or unexpected order. Here we therefore use the function sorted , which accepts an arbitrary collection
of objects as input and returns a sorted list. sorted(letters) therefore creates a list where all the
elements of letters appear in a sorted fashion. Notice that the natural order of letters is alphabetically,
but uppercase letters come before lowercase letters (which sometimes may be confusing as well).
Either way, we obtain letters_list , which contains all the strings in letters in this default sorting
order.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/sets_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/sets_2.py
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Figure 5.2: An illustration of the set operations in Python as used in Listing 5.24.

Best Practice 22 Careful when sorting or comparing strings: The default order is uppercase
characters before lowercase characters, i.e., "A" < "a" . If you want that upper- and lowercase
characters are treated the same (e.g., that "A" is considered as equal to "a"), as is the case in
dictionary ordering, i.e., if you want to sort a collection my_text of strings in a case-insensitive
manner, use sorted(my_text, key=str.casefold) .

In Listing 5.24 we illustrate several basic operations with sets, some of which are visualized in Figure 5.2.
This time, we begin by defining a set odd containing the first eight odd integers. Sets, like lists and
tuples, support both the in and not in operators. In the context of sets, they are equivalent to the
∈ and /∈ operations from, well, set theory. We illustrate this in our small example using the unicode
escape sequences \u2208 and \u2209 for both characters (see back in Section 3.5.6). Both 3 in odd
and 2 not in odd are True .

We then define a set prime containing the six smallest prime numbers. We can compute the joint
set of prime and odd , i.e., prime ∪ odd by using the union method. Both prime.union(odd) and
odd.union(prime) will create a new set containing all the elements from both sets, namely the first
eight odd integers and the number 2 . Similarly, the intersection method computes the intersection of
two sets. Both prime.intersection(odd) and odd.intersection(prime) compute odd∩ prime , which
consists of the five numbers 3, 5, 7, 11, 13 . If you want to get the set of numbers that are either
in odd or in prime but not in both sets, the method symmetric_difference does the job. Both
prime.symmetric_difference(odd) and odd.symmetric_difference(prime) return {1, 2, 9, 15} .
The elements of prime that are not in odd can be computed using prime.difference(odd) . The
result, prime \ odd , contains a single element, namely the number 2 . Similarly, we can create the new
set only_odd containing all the elements of odd that are not in prime by using odd.difference(prime) .
The result, odd \ prime , contains a the three elements 1 , 9 , and 15 .

Notice that all of these operations create new and independent sets. If we want to delete all
elements that occur in some container from an existing set, i.e., modify the set, then we use the
method difference_update . odd.difference_update(prime) modifies the set odd by deleting all
elements from prime from it. This operation did not create a new set, but change the existing one.
odd == only_odd would now hold. It is similar to the update method, but deletes elements instead of
adding them.

We will discuss a bit more about the mechanism that allows us to store and retrieve objects from
sets in Section 13.2.

5.4 Dictionaries

Dictionaries in Python are containers that store key-value pairs. The value associated with a given key
is accessed via the [...]-based indexing. The keys are unique and can be of an arbitrary type, as long
as they are immutable. The concept of dictionary is also known as hash table or hash map in other
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Listing 5.26: An example of using dictionaries in Python. (stored in file dicts_1.py ; output in List-
ing 5.27)

1 """An example of dictionaries."""
2
3 num_str: dict[int , str] = { # create and type hint a dictionary
4 2: "two", 1: "one", 3: "three", 4: "four"} # the elements
5 print(f"num_str has {len(num_str)} elements: {num_str}") # print dict
6 print(f"I got {num_str [2]} shoes and {num_str [1]} hat.") # get element
7
8 print(f"the keys are: {list(num_str.keys())}") # print the keys
9 print(f"the values are: {list(num_str.values ())}") # print the values

10 print(f"the items are: {list(num_str.items ())}") # the key -value pairs
11
12 num_str [5] = "fivv" # insert (or update) the value of a key
13 print(f"after adding key 1 num_str is now {num_str}")
14 num_str [5] = "five" # update the value of a key
15 print(f"after updating key 1 num_str is now {num_str}")
16
17 del num_str [4] # delete a key
18 print(f"after deleting key 4 num_str is now {num_str}")
19 # get the value of a key , then delete it
20 print(f"popping key 5 gets us {num_str.pop(5)}")
21
22 str_num: dict[str , int] = {} # create empty dictionary
23 str_num.update({"one": 1, "three": 3, "two": 2, "four": 4})
24 print(f"{num_str [1]} + {num_str [2]} = {str_num[’three ’]}")

↓ python3 dicts_1.py ↓

Listing 5.27: The stdout of the program dicts_1.py given in Listing 5.26.
1 num_str has 4 elements: {2: ’two ’, 1: ’one ’, 3: ’three ’, 4: ’four ’}
2 I got two shoes and one hat.
3 the keys are: [2, 1, 3, 4]
4 the values are: [’two ’, ’one ’, ’three ’, ’four ’]
5 the items are: [(2, ’two ’), (1, ’one ’), (3, ’three ’), (4, ’four ’)]
6 after adding key 1 num_str is now {2: ’two ’, 1: ’one ’, 3: ’three ’, 4: ’four

↪→ ’, 5: ’fivv ’}
7 after updating key 1 num_str is now {2: ’two ’, 1: ’one ’, 3: ’three ’, 4: ’

↪→ four ’, 5: ’five ’}
8 after deleting key 4 num_str is now {2: ’two ’, 1: ’one ’, 3: ’three ’, 5: ’

↪→ five ’}
9 popping key 5 gets us five

10 one + two = 3

languages or domains. Sets and dictionaries in Python are implemented using similar datastructures [6],
namely hash tables [66, 155, 257], and thus exhibit similar performance.

Listing 5.26 shows some examples of how we can use dictionaries. A dictionary can be cre-
ated again using the {...} syntax, however, this time, we place comma-separated key-value
pairs within the curly braces. The type hints for dictionaries is dict[keyType][valueType] , where
keyType is the type for the keys and valueType is the type for the values [169]. The line
num_str: dict[int, str] = {2: "two", 1: "one", 3: "three", 4: "four"} therefore creates a new
dictionary and stores it in the variable num_str . The type-hint of the variable states that it can point
only to dictionaries that have integers as keys and strings as values. The contents of the dictionary
are the key-value pairs 2: "two" , 1: "one" , 3: "three" , and 4: "four" . This means that the value
string "one" is stored under the key 1 , the value string "two" is stored under the key 2 , and so on.

We can use dictionaries in f-strings like any other Python object. The function len can give
us the number of elements in a dictionary. For our dictionary num_str with four key-value pairs,
it returns 4 . The elements of the dictionary can be accessed by their keys using square brackets.
Therefore num_str[2] will return the string "two" associated with key 2 and num_str[1] returns the

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/dicts_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/collections/dicts_1.py
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string "one" .

We can access the keys, values, and key-value pairs of a dictionary as collections using
the keys , values , and items functions, respectively. In the example Listing 5.26, we convert
them to lists: list(num_str.keys()) gives us all the keys in the dictionary num_str as a list ,
which thus equals [2, 1, 3, 4] . Similarly, list(num_str.values()) gives us all the values in
the dictionary num_str as a list , which thus equals ["two", "one", "three", "four"] . Finally,
num_str.items() returns the key-value pairs a sequence of tuples and wrapping this into a list yields
[(2, "two"), (1, "one"), (3, "three"), (4, "four")] . You may notice that all of these sequences
have the same order of elements that was used when we created the dictionary. They key-value pair
2: "two" comes before 1: "one" . This is because dictionaries, different from sets, are ordered datas-
tructures. Their elements appear in all sequenced versions always in the same order in which they were
originally inserted into the dictionary [78].

Dictionaries can be modified. We can add an entry simply by assigning a value to a key.
num_str[5] = "fivv" assigns the value "fivv" to the key 5 . This association is now part of the
dictionary. Oops, we noticed a typo: We wanted to add "five" , not "fivv" . num_str[5] = "five"
will overwrite this faulty assignment. All keys in a dictionary are unique, so there can only be one value
associated with key 5 . This also means that dictionary keys must obeye the same requirement as set
elements:

Best Practice 23 Dictionary keys must be immutable.

We can also delete key-value pairs. This is done by invoking del dict[key] , which deletes the key key
and its associated value from the dictionary. The method pop allows us to get the value of a given key
and then immediately deletes the key-value pair from the dictionary. num_str.pop(5) will return "five"
and remove the key-value pair 5: "five" from the dictionary. Afterwards, requesting num_str[5] would
lead to an which would terminate the program (unless properly caught).

As stated before, the types for keys and values in a dictionary can be chosen arbi-
trary, with the limitation that keys must be immutable. We now create the empty dictio-
nary str_num: dict[str, int] = {} .1 Notice that only due to the type hint dict[str, int] ,
other programmers and static type-checking tools can know at this point that we in-
tend to use strings as keys and integers as values in this new dictionary. The update
method allows us to append the values of an existing dictionary to a given dictionary.
str_num.update({"one": 1, "three": 3, "two": 2, "four": 4}) therefore stores four key-value
pairs into our new dictionary. This time, the keys are indeed strings and the values are integers.
The slightly convoluted f-string f"{num_str[1]}+ {num_str[2]}= {str_num[’three’]}" evaluates to
"one + two = 3" . The first two values are looked up in the num_str dictionary under keys 1 and 2 ,
respectively. The last value is obtained from str_num under key "three" .

We will discuss a bit more about the mechanism that allows us to store and retrieve objects from
dictionaries in Section 13.2.

5.5 Summary

If you have managed to fight your way through the book until this point, then you can already do quite
a few things. You can use the computer like a fancy calculator by evaluating numerical expressions,
which you learned in Chapter 3. By utilizing variables as discussed in Chapter 4, you can realize some
simple algorithms like approximating π. In this section, you learned about compound datastructures
that can store multiple values. You learned about mutable and immutable sequences of values, namely
lists and tuples. You also learned that Python offers you the mathematical notion of sets as well as
dictionaries, which are key-value mappings. You now have the basic knowledge of the most commonly
used datatypes in Python. You know operations to manipulate and query them.

However, when learning about these structures, you may have felt some eerie awkwardness. Some-
thing did not feel right. If I can only construct a list step by step, then what is the advantage compared
to just using many variables? The missing ingredient are control flow statements. Statements that al-
low us to iterate over a list. Statements that allow us to perform an action A if an element is contained

1Using the dict() without arguments has the same effect, but several linters discourage this and encourage using
{} instead.
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in a set, for example, and an action B otherwise. The next big part of this book will close this gap and
provide you with all the tools necessary to write “real” programs. Later, in Section 7.5 and Chapter 10,
we will circle back to the topic of collections and look into how sequences of elements can be processed
iteratively.



Part II

Control Flow Statements
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With the things we learned so far, we can write simple linear programs. These programs perform
instruction after instruction in exactly the same order in which we write them down. If we want
something done twice, we have to write it down twice. Our programs have no way to adapt their
behavior based on their input data. They cannot do one thing if a variable has a certain value and do
something else otherwise. They do not branch or loop. Now we will learn how to write programs that
do branch or loop. We will learn statements that change the control flow.

Definition 3 (Control Flow) The control flow is the order in which the statements in a pro-
gram are executed.



Chapter 6

Conditional Statements

Conditional statements allow us to execute a piece of code if a certain Boolean expression evaluates
to True . This allows us to let the program make choices, to do one thing in one situation and another
thing in a different situation. Conditionals are therefore the most fundamental control flow statement.

6.1 The if Statement

A conditional statement is basically a piece of program code which will execute a set of instructions
if a condition is met. The condition is provided as the kind of Boolean expressions that we already
discussed back in Section 3.4. The syntax for this in Python is very simple:

1 if␣booleanExpression:
2 ␣␣␣␣conditional␣statement␣1
3 ␣␣␣␣conditional␣statement␣2
4 ␣␣␣␣#␣...
5
6 normal␣statement␣1
7 normal␣statement␣2
8 #␣...

The first line begins with if statement, followed by a Boolean expression, followed by a colon (:).
If – and only if – the Boolean expression evaluates to True , then the indented block of statements
below the if are executed. Notice that each of these conditionally executed statements is indented
by four spaces compared to the if . After the body block of the if statement, the normal program
code resumes without additional indentation. The statements that are not indented anymore will be
executed regardless of the outcome of the Boolean expression.

Best Practice 24 Blocks are indented by four spaces.

Let’s use this construct to check whether a year is a leap year. According to the Gregorian calendar, a
year y is a leap year if y is divisible by 4 but not by 100; or if it is divisible by 400 [280]. Listing 6.1
implements this rule. We begin by storing the year that we want to investigate in the integer variable
year . But how can we check the condition?

From Section 3.2 you may remember the modulo division operator % : Applying it to two values
a and b , it will return the remainder of the division a // b . If the remainder is 0, then a can be
divided by b evenly. For example, 10 % 5 == 0 whereas 10 % 6 == 4 and 10 % 3 == 1 . So to check
whether year can be divided by 4, we just need to check whether (year %4) == 0 . Furthermore,
year should not be divisible by 100, so we also check (year %100) != 0 , i.e., whether the remainder
of the division of year by 100 is not 0. Well, if that turns out to be False , the year could still be
a leap year is it was divisible by 400. So the final condition to be checked is (year %400) == 0 .
Now we piece all of this together using the logical and and or operators and get the condition
(((year %4) == 0) and ((year %100)!= 0))or ((year %400) == 0) .

All what is left to do is put an if in front of the condition and a : after it, and we got the
conditional check. If it evaluates to True , we will print f"{year}is a leap year." . We copy this code

98
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Listing 6.1: An example of using the if statement. (stored in file if_example.py ; output in Listing 6.2)
1 """
2 An example of using the ‘if ‘ statement.
3
4 A year is a leap year if it is divisible by 4 but not divisible by 100
5 or if it is divisible by 400.
6 We can use the modulo operator ‘%‘ to check this.
7 ‘a % 100‘ will be ‘0‘ if and only ‘a‘ is a multiple of ‘100‘.
8 The Boolean statements can be combined with ‘and ‘ and ‘or ‘ and grouped
9 using parentheses.

10 """
11
12 year: int = 2024 # the year 2024 should be a leap year
13 if ((( year % 4) == 0) and ((year % 100) != 0)) or ((year % 400) == 0):
14 print(f"{year} is a leap year.") # This line will be executed.
15
16 year = 1900 # the year 1900 is not a leap year
17 if ((( year % 4) == 0) and ((year % 100) != 0)) or ((year % 400) == 0):
18 print(f"{year} is a leap year.") # This line is never reached.
19
20 print("End of year checking.") # This text is always printed.

↓ python3 if_example.py ↓

Listing 6.2: The stdout of the program if_example.py given in Listing 6.1.
1 2024 is a leap year.
2 End of year checking.

twice and check the years 2024 (the year when I began writing this book) and 1900 (some other year).
Notice that the second if starts at the same level of indentation of the first if . This means that it
is executed regardless of the outcome of the first conditional. After all of this code, we print the text
End of year checking. to the console. This last line of code is again not indented and therefore will
be executed regardless of the two conditional statements before it. The output of our program given
in Listing 6.2 confirms that 2024 is indeed a leap year, while 1900 was not.

6.2 The if. . . else Statement

The ability to perform some action if a given expression evaluates to True is already nice. However,
often we want to perform some action if the expression evaluates to True and another action otherwise.
Well, we could already do this. We could write the same if statment twice, but in the second one we
would just wrap not (...) around the condition. This seems to be quite verbose and verbosity leads
to confusion. So we are offered a better alternative: the if ... else statement, which looks like this:

1 if␣booleanExpression:
2 ␣␣␣␣conditional␣statement␣1
3 ␣␣␣␣conditional␣statement␣2
4 ␣␣␣␣#␣...
5 else:
6 ␣␣␣␣alternative␣statement␣1
7 ␣␣␣␣alternative␣statement␣2
8 ␣␣␣␣#␣...
9

10 normal␣statement␣1
11 normal␣statement␣2
12 #␣...

The statement begins like a normal if statement: if , followed by a Boolean expression, followed by a
colon (:) marks the condition. The following block – where each statement is indented by four spaces

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_example.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_example.py


CHAPTER 6. CONDITIONAL STATEMENTS 100

Listing 6.3: An example of using the if ... else statement. (stored in file if_else_example.py ;
output in Listing 6.4)

1 """An example of using the ‘if -else ‘ statement."""
2
3 year: int = 2024 # the year 2024 should be a leap year
4 if ((( year % 4) == 0) and ((year % 100) != 0)) or ((year % 400) == 0):
5 print(f"{year} is a leap year.") # This line will be executed.
6 print("yes , it really is.") # This line will be executed as well.
7 else: # Not leap year.
8 print(f"{year} is not a leap year.") # This line is never reached.
9

10 year = 1900 # the year 1900 is not a leap year
11 if ((( year % 4) == 0) and ((year % 100) != 0)) or ((year % 400) == 0):
12 print(f"{year} is a leap year.") # This line is never reached.
13 else: # Not leap year.
14 print(f"{year} is not a leap year.") # This line will be executed.
15 print("Believe you me , it indeed is not.") # This line will , too.
16
17 print("End of year checking.") # This text is always printed.

↓ python3 if_else_example.py ↓

Listing 6.4: The stdout of the program if_else_example.py given in Listing 6.3.
1 2024 is a leap year.
2 yes , it really is.
3 1900 is not a leap year.
4 Believe you me , it indeed is not.
5 End of year checking.

– is executed only if the Boolean expression evaluates to True . Then, the else line follows. Notice
that it is at the same indentation level as the original if . All the statements in the following block are
again indented by four spaces. They are only executed if the Boolean expression used in the if line
evaluated to False . This now allows us to, for example, print one text if a year is a leap year and print
another text otherwise. In Listing 6.3 we show exactly this functionality, together with the fact that
there can be multiple statements both in the if and the else block.

Well, if there can be multiple statements in these blocks and if and if...else are also both
statements, then can we nest them? Can we place an if statement inside the body of another
if statement?

Yes, we can, and we explore this in Listing 6.5. Here, we have three numbers a , b , and c . We
want to know the maximum, i.e., the largest number stored in either a , b , or c . For this purpose,
we first check if a > b . If this is True , then b cannot contain the largest number and it must be
stored in either a or c . Therefore, inside the body of that first if statement, we only have to
check if a > c . Notice how this second if and its whole associated else and body are indented by
another four spaces compared to the outer if . If this turns out to be True , we print the f-string
f"{a} is the greatest number." . If this is False , then it could either be that a < c or that a == c .
Either way, printing the f-string f"{c} is the greatest number." will yield the correct result. Now
we need to return to the outer if and tackle its alternative branch, the else part. What happens
if a > b did not evaluate to True? Well, this case, either b > a or b == a , which means that it is
sufficient to compare b with c to get the result. Therefore, we again indent a new if , this time
with the condition b > c . If that one is True , then the largest value is equal to the one stored in b
and we can print f"{b} is the greatest number." . If that was False , we come to the else branch.
Here, we know that b >= a and that either c > b or c >= b . Therefore, we again print the f-string
f"{c} is the greatest number." .

Just for fun, I included two more lines in Listing 6.5 that show two useful functions we did not
yet learn before: max and min . Both receive a sequence of values and return the largest and smallest
value, respectively. Therefore, the same work as with our nested if can be achieved by comput-
ing max(a, b, c) . The minimum is obtained using min(a, b, c) .

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_else_example.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_else_example.py
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Listing 6.5: An example of using nested if ... else statements. (stored in file if_else_nested.py ;
output in Listing 6.6)

1 """An example of using the nested ‘if-else ‘ statements."""
2
3 a: int = 13 # the first number
4 b: int = 7 # the second number
5 c: int = 9 # the third number
6
7 if a > b:
8 if a > c: # This means that a > b and a > c.
9 print(f"{a} is the greatest number.")

10 else: # This means that a > b and c >= a.
11 print(f"{c} is the greatest number.")
12 else: # This means that b >= a.
13 if b > c: # This means that b >= a and b > c.
14 print(f"{b} is the greatest number.")
15 else: # This means that b >= a and c >= b.
16 print(f"{c} is the greatest number.")
17
18 # Some side information: The max and min function are very useful.
19 print(f"The maximum is {max(a, b, c)}.") # max: get maximum of a sequence
20 print(f"The minimum is {min(a, b, c)}.") # min: get minimum of a sequence

↓ python3 if_else_nested.py ↓

Listing 6.6: The stdout of the program if_else_nested.py given in Listing 6.5.
1 13 is the greatest number.
2 The maximum is 13.
3 The minimum is 7.

6.3 The if. . . elif. . . else Statement

In some cases, we need to query a sequence of alternatives in such a way that else blocks would be
nested over else blocks over else blocks, and so on. Since everytime we nest a conditional statement
into another one we have to add four spaces of indentation, this would quickly fill the horizontal of our
screens and look rather ugly. Therefore, the elif statement has been developed, which can replace an
else containing just another if . The syntax of a combined if ... elif looks like this:

1 if␣booleanExpression␣1:
2 ␣␣␣␣conditional␣1␣statement␣1
3 ␣␣␣␣conditional␣1␣statement␣2
4 ␣␣␣␣#␣...
5 elif␣booleanExpression␣2:␣␣#␣such␣block␣can␣be␣placed␣arbitrarily␣often
6 ␣␣␣␣conditional␣2␣statement␣1
7 ␣␣␣␣conditional␣2␣statement␣2
8 ␣␣␣␣#␣...
9 else:␣␣#␣this ,␣too ,␣is␣optional

10 ␣␣␣␣alternative␣statement␣1
11 ␣␣␣␣alternative␣statement␣2
12 ␣␣␣␣#␣...
13
14 normal␣statement␣1
15 normal␣statement␣2
16 #␣...

Notice that we can use arbitrarily many elifs and, optionally, one else . Only if the condition of the
if evaluates to False , the condition of the first elif is checked. Only if both the conditions of the
if and the first elif returned False , the condition of the second elif is checked. Only if both the
conditions of the if and the first and second elif returned False , the condition of the third elif is

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_else_nested.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_else_nested.py
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Listing 6.7: An example of using the if ... elif statement. (stored in file if_elif_example.py ;
output in Listing 6.8)

1 """An example of ‘elif ‘ using human age groups."""
2
3 age: int = 42 # the age of the person
4 phase: str | None = None # the life phase , to be computed
5
6 if age <= 3: # If the age is no more than 3 years ...
7 phase = "infancy" # then the person is in their infancy.
8 elif age <= 6: # If (NOT age <= 3) and (age <= 6) ...
9 phase = "early childhood" # then they are in their early childhood.

10 elif age <= 8: # If (NOT age <= 3) and (NOT age <= 6) and (age <= 8)
11 phase = "middle childhood"
12 elif age <= 11: # If ... (NOT age <= 8) and (age <= 11)
13 phase = "late childhood"
14 elif age <= 20: # If ... (NOT age <= 11) and (age <= 20)
15 phase = "adolescence"
16 elif age <= 35: # If ... (NOT age <= 20) and (age <= 35)
17 phase = "early adulthood"
18 elif age <= 50: # If ... (NOT age <= 35) and (age <= 50)
19 phase = "midlife"
20 elif age < 80: # If ... (NOT age <= 50) and (age < 80)
21 phase = "mature adulthood"
22 else: # otherwise , i.e., if age >= 8
23 phase = "late adulthood"
24
25 print(f"A person of {age} years is in their {phase}.")

↓ python3 if_elif_example.py ↓

Listing 6.8: The stdout of the program if_elif_example.py given in Listing 6.7.
1 A person of 42 years is in their midlife.

checked. And so on. Only if all the conditions of the if and all elifs were False , the body of the
else is executed (if any).

We use this syntax to classify a person’s current phase of life by their age in Listing 6.7. First, we
define the age as an integer variable and pick a value, say 42. We want to fill a string in the variable
phase that describes the current phase of life of that person. Initially, nothing is filled in, so we set
phase = None . (We used the type hint str | None to specify that the variable can either be a string
or None [221].) Anyway, we start with the first conditional and write if age <= 3 . If this evaluates
to True , we want to set phase = "infancy" , meaning that the person is a child in the earliest phase
of life. If this is True , the complete nested if...elif...else block ends and no other conditions
are checked. If this is not the case, i.e., if age <= 3 evaluates to False , i.e., if age > 3 , the next
condition is checked. Instead of writing else followed by another (indented) if , we can just write
elif age <= 6 (without additional indentation). The elif basically functions as the else followed by
an (indented) if . It checks whether the person’s age is less than or equal to 6 (after it is already clear
that age <= 3 is False). If age <= 6 holds, we call the life phase "early childhood" . If this is True ,
the complete nested if...elif...else block ends and no other conditions are checked. If this is not
the case, i.e., if age <= 6 evaluates to False , we move on to the next elif . Only then, elif age <= 8
is executed and if its condition evaluates to True , we refer to the lift phase as "middle childhood" .
If age <= 8 does not hold, we move to the next elif . And so on. If even age < 80 , the condition of
the last elif , is False , the else block is executed. It will set phase = "late adulthood" . Finally,
our program prints the life phase using an f-string.

Now, if you followed the book so far, you have noticed that I am promoting using static code
analysis tools. For example, we introduced Ruff in Useful Tool 3 back in Section 5.1.2. Of course, we
should apply such tools to all of our code. If we apply Ruff to Listing 6.5, it will produce the output
shown in Listing 6.9. This is an example of how a linter can help us to improve the code quality and
make our programs more compact.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_elif_example.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_elif_example.py
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Listing 6.9: The results of linting with Ruff of the program given in Listing 6.5.
1 $ ruff check --target -version py312 --select=A,AIR ,ANN ,ASYNC ,B,BLE ,C,C4 ,COM

↪→ ,D,DJ ,DTZ ,E,ERA ,EXE ,F,FA ,FIX ,FLY ,FURB ,G,I,ICN ,INP ,ISC ,INT ,LOG ,N,NPY ,
↪→ PERF ,PIE ,PLC ,PLE ,PLR ,PLW ,PT ,PYI ,Q,RET ,RSE ,RUF ,S,SIM ,T,T10 ,TD,TID ,TRY ,
↪→ UP,W,YTT --ignore=A005 ,ANN001 ,ANN002 ,ANN003 ,ANN204 ,ANN401 ,B008 ,B009 ,
↪→ B010 ,C901 ,D203 ,D208 ,D212 ,D401 ,D407 ,D413 ,INP001 ,N801 ,PLC2801 ,PLR0904 ,
↪→ PLR0911 ,PLR0912 ,PLR0913 ,PLR0914 ,PLR0915 ,PLR0916 ,PLR0917 ,PLR1702 ,
↪→ PLR2004 ,PLR6301 ,PT011 ,PT012 ,PT013 ,PYI041 ,RUF100 ,S,T201 ,TRY003 ,UP035 ,W
↪→ --line -length 79 if_else_nested.py

2 if_else_nested.py :12:1: PLR5501 [*] Use ‘elif ‘ instead of ‘else ‘ then ‘if‘,
↪→ to reduce indentation

3 |
4 10 | else: # This means that a > b and c >= a.
5 11 | print(f"{c} is the greatest number .")
6 12 | / else: # This means that b >= a.
7 13 | | if b > c: # This means that b >= a and b > c.
8 | |____^ PLR5501
9 14 | print(f"{b} is the greatest number .")

10 15 | else: # This means that b >= a and c >= b.
11 |
12 = help: Convert to ‘elif ‘
13
14 Found 1 error.
15 [*] 1 fixable with the ‘--fix ‘ option.
16 # ruff 0.11.2 failed with exit code 1.

Listing 6.10: An example of using the nested if ... elif statement based on the recommendations
of the Ruff linter applied to Listing 6.5. (stored in file if_elif_nested.py ; output in Listing 6.11)

1 """An example of using the nested ‘if-else ‘ statements and ‘elif ‘."""
2
3 a: int = 13 # the first number
4 b: int = 7 # the second number
5 c: int = 9 # the third number
6
7 if a > b: # This means that a > b
8 if a > c: # This means that a > b and a > c.
9 print(f"{a} is the greatest number.")

10 else: # This means that a > b and c >= a.
11 print(f"{c} is the greatest number.")
12 elif b > c: # This means that b >= a and b > c.
13 print(f"{b} is the greatest number.")
14 else: # This means that b >= a and c >= b.
15 print(f"{c} is the greatest number.")

↓ python3 if_elif_nested.py ↓

Listing 6.11: The stdout of the program if_elif_nested.py given in Listing 6.10.
1 13 is the greatest number.

If we implement its recommendation, we obtain Listing 6.10. We can compact the else ... if
branch into an elif statement and the nested else can be moved one indentation level up. This
program achieves in 15 lines for what Listing 6.5 needs 16, and it is easier to read, too. (In this
program, I left the additional example of the min and max function away.)

Best Practice 25 Prefer elif over nested else ... if constructs.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_elif_nested.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_elif_nested.py
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Listing 6.12: An example of using the nested if ... else statements that could be inlined. See
Listing 6.15 for the more compact inlined variant. (stored in file if_else_could_be_inline.py ; output
in Listing 6.13)

1 """An example of if-elif -else expressions that could be inlined."""
2
3 number: int = 100 # the number
4
5 # Numbers with an absolute value less than ten are small.
6 # If their absolute value is larger than ten , they are large.
7 size: str
8 if abs(number) < 10: # just a random threshold for this example ...
9 size = "small"

10 else:
11 size = "large"
12
13 # Numbers can be positive , negative , or unsigned (0 is unsigned).
14 sign: str
15 if number < 0:
16 sign = "negative"
17 elif number > 0:
18 sign = "positive"
19 else:
20 sign = "unsigned"
21
22 print(f"The number {number} is {size} and {sign}.") # Print the result.

↓ python3 if_else_could_be_inline.py ↓

Listing 6.13: The stdout of the program if_else_could_be_inline.py given in Listing 6.12.
1 The number 100 is large and positive.

6.4 The Inline if. . . else Statement

A very common use case of if...else statements is to assign values to variables. In Listing 6.12 we
display such a situation. We want to write some code that tells us whether a number is large or small
and positive or negative. For this purpose, we first store the number in an integer variable number . As
example, we choose the value 100 . For the sake of this example, let’s assume that a number whose
absolute value |number | is less than ten should be small. The absolute value of a number in Python
can be computed using the function abs . Hence, we can build the condition if abs(number)< 10: and
store the string "small" in the variable size if the condition evaluates to True and, otherwise, store
"large" in size . Similarly, we can define the string variable sign . We store "negative" in sign if
number < 0 , "positive" if number > 0 , and "unsigned" otherwise. Finally, we can print the result of
these conditions using an f-string.

Now you notice that in the if...else statement, all we did was to assign values to the same
variable size . Likewise, in the if...elif...else statement, each branch only assigned one value to
the same variable sign . Python offers us a more compact syntax for this, and Ruff can again give us
some idea about that in Listing 6.14: The inline if...then...else statement, which has the following
syntax:

1 variable = valueA if conditionForUsingValueA else valueB
2
3 variable = valueA if conditionForUsingValueA else (valueB if

↪→ conditionForUsingValueB else valueC)

In the first variant, the value valueA will be assigned to variable if conditionForUsingValueA evalu-
ates to True . Otherwise, valueB is assigned. This statement can again arbitrarily nested, as we show in
the second variant: Here, again, value valueA will be assigned to variable if conditionForUsingValueA

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_else_could_be_inline.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/if_else_could_be_inline.py
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Listing 6.14: The results of linting with Ruff of the program given in Listing 6.12.
1 $ ruff check --target -version py312 --select=A,AIR ,ANN ,ASYNC ,B,BLE ,C,C4 ,COM

↪→ ,D,DJ ,DTZ ,E,ERA ,EXE ,F,FA ,FIX ,FLY ,FURB ,G,I,ICN ,INP ,ISC ,INT ,LOG ,N,NPY ,
↪→ PERF ,PIE ,PLC ,PLE ,PLR ,PLW ,PT ,PYI ,Q,RET ,RSE ,RUF ,S,SIM ,T,T10 ,TD,TID ,TRY ,
↪→ UP,W,YTT --ignore=A005 ,ANN001 ,ANN002 ,ANN003 ,ANN204 ,ANN401 ,B008 ,B009 ,
↪→ B010 ,C901 ,D203 ,D208 ,D212 ,D401 ,D407 ,D413 ,INP001 ,N801 ,PLC2801 ,PLR0904 ,
↪→ PLR0911 ,PLR0912 ,PLR0913 ,PLR0914 ,PLR0915 ,PLR0916 ,PLR0917 ,PLR1702 ,
↪→ PLR2004 ,PLR6301 ,PT011 ,PT012 ,PT013 ,PYI041 ,RUF100 ,S,T201 ,TRY003 ,UP035 ,W
↪→ --line -length 79 if_else_could_be_inline.py

2 if_else_could_be_inline.py:8:1: SIM108 Use ternary operator ‘size = "small"
↪→ if abs(number) < 10 else "large"‘ instead of ‘if ‘-‘else ‘-block

3 |
4 6 | # If their absolute value is larger than ten , they are large.
5 7 | size: str
6 8 | / if abs(number) < 10: # just a random threshold for this example ...
7 9 | | size = "small"
8 10 | | else:
9 11 | | size = "large"

10 | |__________________^ SIM108
11 12 |
12 13 | # Numbers can be positive , negative , or unsigned (0 is unsigned).
13 |
14 = help: Replace ‘if ‘-‘else ‘-block with ‘size = "small" if abs(number) <

↪→ 10 else "large"‘
15
16 Found 1 error.
17 # ruff 0.11.2 failed with exit code 1.

evaluates to True . Otherwise, valueB is used if conditionForUsingValueB evaluates to True and, again
otherwise, valueC is used.

Best Practice 26 When your if...then...else statement only assigns values to variables,
use the inline variant discussed in Section 6.4, as it is more compact.

We apply this syntax to refine Listing 6.12 and obtain the much more compact Listing 6.15. Both
programs are equivalent, but the second one only has 13 instead of 22 lines of code. Notice again how
a linter can help us to refine and compactify our code.

6.5 Summary

With the statements we discussed in this section, you are now able to create a program that makes
decisions based on data. Before this, we could only perform straightforward computations and calculate
the results of simple functions. Now our variables can receive the result of a function A if the input
meets a condition B and otherwise the result of a function C. This is already quite nice. For example,
we can now implement and hard-code decision trees [242, 253] and Listing 6.7 is basically an example
of that. Still, the instructions in our programs are still executed in the sequence in which we wrote them
down. While our control flow can now branch, it cannot perform anything more fancy and advanced
. . . like looping back upon itself. . .
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Listing 6.15: An example of using the inline if ... else expression to shorten Listing 6.12, which
incorporates the suggestion by Ruff in Listing 6.14. (stored in file inline_if_else.py ; output in List-
ing 6.16)

1 """An example of using the inline if-else expression."""
2
3 number: int = 100 # the number
4
5 # Numbers with an absolute value less than ten are small.
6 # If their absolute value is larger than ten , they are large.
7 size: str = "small" if abs(number) < 10 else "large"
8
9 # Numbers can be positive , negative , or unsigned (0 is unsigned).

10 sign: str = "negative" if number < 0 else (
11 "positive" if number > 0 else "unsigned")
12
13 print(f"The number {number} is {size} and {sign}.") # Print the result.

↓ python3 inline_if_else.py ↓

Listing 6.16: The stdout of the program inline_if_else.py given in Listing 6.15.
1 The number 100 is large and positive.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/inline_if_else.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/conditionals/inline_if_else.py


Chapter 7

Loops

When we are working with sequences of data, we do not just want to perform an action on one data
element. We instead often want to apply the actions repetitively to all data elements. Loops allow us
to do just that, to perform the same actions multiple times.

7.1 The for Loop Statement

The most basic such sequence in Python may be the for loop, which has the following pattern:

1 for␣loopVariable␣in␣sequence:
2 ␣␣␣␣loop␣body␣statement␣1
3 ␣␣␣␣loop␣body␣statement␣2
4 ␣␣␣␣#␣...
5
6 normal␣statement␣1
7 normal␣statement␣2
8 #␣...

The keyword for is followed by a loop variable. Then comes the keyword in , the sequence we want
to iterate over, and finally a colon (:). This variable will iteratively take on the values in the sequence .
The loop body statements in the following, indented block are executed for each of these values. Each
time the body of the loop is executed is called an iteration of the loop. After the loop, we leave one
blank line followed by the code that will be executed after the loop completes.

In its most simple form, the for loop is applied to a range of integer numbers. Ranges are sequences
which work basically like slices (see Sections 3.5.1 and 5.1.1). range(5) will give us a sequence of
integers starting with 0 and reaching up to right before 5, i.e., the integer range 0..4. range(6, 9)
gives the sequence of integers starting with 6 and stopping right before 9, i.e., the integer range 6..8.
Finally, range(20, 27, 2) results in a sequence of integers that begins at 20, increments by 2 in each
step, and ends right before 27. This is the sequence (20, 22, 24, 26). ranges , like slices, can also
have negative increments: The range(40, 30, -3) starts with 40 and stops before reaching 30 and
decrements by 3 in each step. This is equivalent to the set (40, 37, 34, 31).

In Listing 7.1, we loop over exactly these ranges. In this listing, we try to create a dictionary (see
Section 5.4) where some integer numbers are mapped to their squares. We use four for loops to fill
this dictionary with data. In each of these first four for loops, we use i as the loop variable.

When iterating over the range(5) in the first loop, i will hold the value 0 in the first iteration (= ex-
ecution of the loop body). The loop body squares[i] = i * i will thus effectively be squares[0] = 0
and thus store the value 0 under key 0 into the dictionary squares . In the second iteration, i will
hold the value 1 . Then, the body squares[i] = i * i will effectively be squares[1] = 1 . In the
third iteration, i will hold the value 2 and the body will perform squares[2] = 4 . Next, i = 3 and
squares[3] = 9 will be executed and in the laste iteration of the first loop, we store squares[4] = 16 .

In the second loop, which uses range(6, 9) , i will take on the values 6 , 7 , and 8 , one by one.
The dictionary squares will thus be extended with the values squares[6] = 36 , squares[7] = 49 , and
squares[8] = 64 . In the third loop, iterating over range(20, 27, 2) , the following updates will be per-
formed one by one squares[20] = 400 , squares[22] = 484 , squares[24] = 576 , and squares[26] = 676 .

107
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Listing 7.1: An example of using the for loop over a ranges of integer numbers. (stored in
file for_loop_range.py ; output in Listing 7.2)

1 """ Apply a for loop over a range."""
2
3 # We will construct a dictionary holding square numbers.
4 squares: dict[int , int] = {} # Initialize ‘squares ‘ as empty dict.
5
6 for i in range (4): # i takes on the values 0, 1, 2, and 3 one by one.
7 squares[i] = i * i # Stores 0: 0, 1: 1, 2: 4, 3: 9.
8
9 for i in range(6, 9): # i takes on the values 6, 7, and 8 one by one.

10 squares[i] = i * i # Stores 6: 36, 7: 49, 8: 64.
11
12 for i in range(20, 27, 2): # i takes on the values 20, 22, 24, and 26.
13 squares[i] = i * i # Stores 20: 400, 22: 484, 24: 576, 26: 676.
14
15 for i in range(40, 30, -3): # i takes on the values 40, 37, 34, and 31.
16 squares[i] = i * i # Stores 40: 1600, 37: 1369, 34: 1156, 31: 961.
17
18 print(squares) # Print the dictionary.
19
20 for _ in range (3): # Iterate the loop three times. Ignore counter ‘_‘.
21 print("Hello World!") # We don’t need the counter.

↓ python3 for_loop_range.py ↓

Listing 7.2: The stdout of the program for_loop_range.py given in Listing 7.1.
1 {0: 0, 1: 1, 2: 4, 3: 9, 6: 36, 7: 49, 8: 64, 20: 400, 22: 484, 24: 576,

↪→ 26: 676, 40: 1600, 37: 1369, 34: 1156, 31: 961}
2 Hello World!
3 Hello World!
4 Hello World!

In the fourth loop, i takes on the values of the sequence range(40, 30, -3) , which has the negative
step length -3 . i therefore first becomes 40 , then 37 in the second iteration, then 34 , and, finally, 31 .
We then print the dictionary and get the expected output in Listing 7.2.

Best Practice 27 If we do not care about the value of a variable (or parameter), we should
name it _ [157]. This information is useful for other programmers as well as static code analysis
tools.

At the end of Listing 7.1 we show this special case: We want to print "Hello World!" three times.
Instead of copying the line print("Hello World!") three times, we put it in a loop. However, nowhere
in the loop body we care about the value of the loop variable. We thus simply call it _ . If we would not
call it that, then another programmer seeing our code (or a static code analysis tool for that matter)
could be confused as to why we do not use the loop variable. Always remember that “real” code could
be much more complicated, and any semantic hint we can include to convey our intentions will be
helpful.

With these new tools at hand, we can revisit our program Listing 4.3 for approximating π from
back in Section 4.1.2. In this program, we executed the same code five times. Instead of doing this,
we can put this into a loop, which reduces the lines of code from over 25 to about 10 in Listing 7.3.
The outputs in Listings 4.4 and 7.4 are exactly the same.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_range.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_range.py
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Listing 7.3: A variant of Listing 4.3 which uses a for loop instead of five copies of the same instruc-
tions. (stored in file for_loop_pi_liu_hui.py ; output in Listing 7.4)

1 """We execute Liu Hui’s method to approximate pi in a loop."""
2 from math import pi, sqrt
3
4 print(f"We use Liu Hui’s Method to Approximate \u03c0\u2248{pi}.")
5 e: int = 6 # the number of edges: We start with a hexagon , i.e., e=6.
6 s: float = 1.0 # the side length: Initially 1, i.e., radius is also 1.
7
8 for _ in range (6):
9 print(f"{e} edges , side length={s} give us \u03c0\u2248{e * s / 2}.")

10 e *= 2 # We double the number of edges ...
11 s = sqrt(2 - sqrt(4 - (s ** 2))) # ...and recompute the side length.

↓ python3 for_loop_pi_liu_hui.py ↓

Listing 7.4: The stdout of the program for_loop_pi_liu_hui.py given in Listing 7.3.
1 We use Liu Hui ’s Method to Approximate π≈3.141592653589793.
2 6 edges , side length =1.0 give us π≈3.0.
3 12 edges , side length =0.5176380902050416 give us π≈3.1058285412302498.
4 24 edges , side length =0.2610523844401031 give us π≈3.132628613281237.
5 48 edges , side length =0.13080625846028635 give us π≈3.139350203046872.
6 96 edges , side length =0.0654381656435527 give us π≈3.14103195089053.
7 192 edges , side length =0.03272346325297234 give us π≈3.1414524722853443.

7.2 The continue and break Statements

Loops often have complex bodies, maybe containing conditional statements or other loops. It is not
an uncommon situation that, after performing some computations in the body of the loop, we already
know that we can continue directly with the next iteration instead of executing the remainder of the
loop body. Sometimes we also find that we can entirely stop with the loop and continue with whatever
instructions come after it, even if we did not yet exhaust the sequence over which we are iterating. The
former can be achieved using the continue and the latter with the break statement.

An example of both statements is given in Listing 7.5. Here, we iterate the variable i over the
15 values from 0 to 14 . In the loop body, we first create a string s with the current value of i via
the f-string f"i is now {i}." The very last instruction of the loop body, print(s) , prints this string.

While i would go from 0 to 14 , we actually want to abort the loop as soon as i becomes greater
than 10 . Instead of modifying the range over which we loop (which would be reasonable), we here
want to use the break statement. We therefore wrap it into the conditional if i > 10: , meaning that
it will only be executed if i > 10 . As soon as break is reached, the loop will immediately be aborted.
No further instruction in the loop body is executed and no further iteration is performed. Instead, the
process will continue after the loop, with the line print("All done.") .

If i > 10 did not hold, the rest of the loop body is executed. For the case that i ∈ 5..8, we now
want to directly jump to the next loop iteration by invoking the continue statement. This means that
if i == 5 , the continue statement lets the control directly return to the head of the loop, which will
set i = 6 . This will happen until i == 9 . The condition 5 <= i <= 8 is not met for all i ∈ 0..4∪9..15.
The next line, namely the print(s) , can only be reached in these cases. Of course, we already know
that we will never even reach this code as soon as i == 11 .

As a result the program will print the string s only for i ∈ 0..4 ∪ {9, 10} before finally out-
putting All done. . This can be observed in the program output collected in Listing 7.6. With break
and continue , we now have two tools that can help us to either abort any loop prematurely or to abort
the current iteration of the loop prematurely (and continue with the next one, if any), respectively.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_pi_liu_hui.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_pi_liu_hui.py
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Listing 7.5: An example of the continue and break statements in a for loop. (stored in
file for_loop_continue_break.py ; output in Listing 7.6)

1 """ Here we explore the ‘break ‘ and ‘continue ‘ statements."""
2
3 for i in range (15): # i takes on the values from 0 to 14 one by one.
4 s: str = f"i is now {i}." # Create a string with the value of i.
5 if i > 10: # If i is greater than 10, then ...
6 break # ... abort the loop altogether , do not execute next line.
7 if 5 <= i <= 8: # If i is in the range of 5..8, then ...
8 continue # ... skip the rest of the loop body , do next iteration.
9 print(s) # We get here if neither continue nor break were called.

10
11 print("All done.") # We always get here.

↓ python3 for_loop_continue_break.py ↓

Listing 7.6: The stdout of the program for_loop_continue_break.py given in Listing 7.5.
1 i is now 0.
2 i is now 1.
3 i is now 2.
4 i is now 3.
5 i is now 4.
6 i is now 9.
7 i is now 10.
8 All done.

7.3 Nesting Loops

Like conditional statements, for loops can be arbitrarily nested. Let us explore this by computing the
list of all prime numbers less than 200 in Listing 7.7.

Definition 4 (Prime Number) A prime number p ∈ N1 is a positive integer p > 1 (greater
than one) that has no positive integer divisors other than 1 and p itself [67, 238, 317].

In our example program, we want to store all of these prime numbers in the list primes . We know that
2 is a prime number and the only even one, so we directly initialize primes = [2] , i.e., we set primes
to initially be a list only containing the integer 2 . This will allow us to later on only consider the odd
numbers in the range 3..200. Just out of interest, we will count the total number of divisions that we
need to perform until we have the full list of primes in the variable n_divisions .

To find all primes in the integer set 2..200, we let the loop variable candidate iterate
over range(3, 200, 2) . This is the sequence of integer numbers starting 3 increasing with step
length 2 and stopping right before 200 . We know that even numbers (except 2) are not prime and we
know that 200 is not a prime number either, so this should be OK. Therefore, candidate will iteratively
become 3 , 5 , 7 , . . . , and eventually 195 , 197 , and 199 . For each value of candidate , we begin with
the assumption that it is prime and then try to prove the opposite. We set is_prime = True then
will try to find a divisor, in which case we will set is_prime = False . If we cannot find a divisor of
candidate , then is_prime will remain True and we can add candidate to the list primes . At least,
this is the plan.

We will implement this idea with a nested inner loop. Since the loop variable candidate will always
be odd, only odd numbers can be potential divisors. Obviously, only integers greater than or equal
to 3 are potential divisors. We also only need to explore whether check is a divisor of candidate if it
is not bigger than

√
candidate . If we had three integer numbers a, b, and c such that a = b ∗ c and

b >
√
a, then it must be that c <

√
a. Since a =

√
a ∗
√
a holds by definition, it would be impossible

that a = b ∗ c if both b >
√
a and c ≥

√
a. Thus, if b >

√
a was a divisor of a, then c would also be a

divisor of a that we would have found before reaching b in the loop since c <
√
a < b.

Now, most integer numbers do not have integer square roots. Since integer divisors cannot have
fractions anyway, it is sufficient for us to use

⌊√
candidate

⌋
. In Python, such a “truncated” integer

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_continue_break.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_continue_break.py
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Listing 7.7: Computing a list of all primes from 2..200 using nested for loops. (stored in
file for_loop_nested_primes.py ; output in Listing 7.8)

1 """ Compute all primes less than 200 using two nested for loops."""
2
3 from math import isqrt # the integer square root == int(sqrt (...))
4
5 primes: list[int] = [2] # the list for the primes; We know 2 is prime.
6 n_divisions: int = 0 # We want to know how many divisions we needed.
7
8 for candidate in range(3, 200, 2): # ...all odd numbers less than 200.
9 is_prime: bool = True # Let us assume that ‘candidate ‘ is prime.

10
11 for check in range(3, isqrt(candidate) + 1, 2): # ... odd numbers
12 n_divisions += 1 # Every test requires one modulo division.
13 if candidate % check == 0: # modulo == 0: division without rest
14 is_prime = False # check divides candidate evenly , so
15 break # candidate is not a prime. We can stop the inner loop.
16
17 if is_prime: # If True: no smaller number divides candidate evenly.
18 primes.append(candidate) # Store candidate in primes list.
19
20 # Finally , print the list of prime numbers.
21 print(f"After {n_divisions} divisions: {len(primes)} primes {primes}.")

↓ python3 for_loop_nested_primes.py ↓

Listing 7.8: The stdout of the program for_loop_nested_primes.py given in Listing 7.7.
1 After 252 divisions: 46 primes [2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37,

↪→ 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97, 101, 103, 107,
↪→ 109, 113, 127, 131, 137, 139, 149, 151, 157, 163, 167, 173, 179, 181,
↪→ 191, 193, 197, 199].

square root of an integer number ⌊
√
a⌋ can be computed using the isqrt function from the math

module, which we import at the top of our program.
We can therefore iterate a second, inner loop variable check over range(3, isqrt(candidate)+ 1, 2) .

If candidate <= 3 , then this loop will never be executed because no number check with 3 ≤ check <
candidate exists. Then, is_prime will remain True and we will add candidate to primes further
down the outer loop body. If candidate > 3 , then check will go from 3 , . . . ,

⌊√
candidate

⌋
.

In the body of our inner loop, we try to find out whether check is an integer divisor of candidate .
We can do this by computing the remainder of the division canddiate/check . Back in Section 3.2.1
we learned the modulo division operator % , which does exactly that. If candidate %check is 0 , then we
can divide candidate by check without remainder. Then, candidate is divisible by check and cannot
be a prime number. We thus can set is_prime = False . We can also immediately exit the inner loop
using the break statement, because once we know that candidate is not a prime number, we do not
need to check further potential divisors. (Notice that we also count all the modulo division operations
we perform by doing n_divisions += 1 at the beginning of the inner loop.)

After the inner loop, if is_prime is still True , we add candidate to primes by invoking the append
method of the list. Once we have completed the outer loop as well, we print the number n_divisions
of divisions we have performed, the number len(primes) of prime numbers we have discovered and,
finally, the list primes itself. The output in Listing 7.8 tells us that, after performing 252 divisions, we
could identify 46 prime numbers inside 2..200.

7.4 Loops over Sequences

When introducing the for loop, we stated that it iterates over sequences of data. We learned that
ranges are the most basic such sequences. However, in Chapter 5 we learned about collection datatypes,
namely lists , tuples , sets , and dicts . The elements of all of these datatypes can be accessed

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_nested_primes.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_nested_primes.py


CHAPTER 7. LOOPS 112

Listing 7.9: An example iterating over the elements in different collection datastructures using for
loops. (stored in file for_loop_sequence.py ; output in Listing 7.10)

1 """ Iterate over several different containers with ‘for ‘ loops."""
2
3 txt: list[str] = [] # We will collect the output text in this list.
4
5 lst: list[int] = [1, 2, 3, 50] # Create a list with 4 integers.
6 for i in lst: # i takes on the values 1, 2, 3, and 50.
7 txt.append(f"i={i}") # We store "i=1", "i=2", "i=3", and "i=50"
8
9 tp: tuple[float , ...] = (7.6, 9.4, 8.1) # Create a tuple with 3 floats.

10 for f in tp: # i takes on the values 7.6, 9.4, and 8.1.
11 txt.append(f"f={f}") # We store "f=7.6", "f=9.4" , and "f=8.1"
12
13 st: set[str] = {"u", "v", "w"} # Create a set with 3 strings.
14 for s in st: # s takes on the values "u", "v", and "w" (unordered !).
15 txt.append(f"s={s!r}") # We store "s=’u ’", "s=’v’", and "s=’w ’".
16
17 dc: dict[float , bool] = {1.1: True , 2.5: False} # Create a dictionary.
18 for k in dc: # Iterate over the keys in the dictionary == 1.1 and 2.5.
19 txt.append(f"{k = }") # We store "k=1.1" and "k=2.5".
20 for v in dc.values (): # Iterate over the values in the dictionary.
21 txt.append(f"{v = }") # We store "v=True" and "v=False ".
22 for k, v in dc.items (): # Iterate over the key -value combinations.
23 txt.append(f"{k}: {v}") # Store "1.1: True" and "2.5: False"
24
25 # Merge text into single string with separator ", " and print it.
26 print(", ".join(txt))

↓ python3 for_loop_sequence.py ↓

Listing 7.10: The stdout of the program for_loop_sequence.py given in Listing 7.9.
1 i=1, i=2, i=3, i=50, f=7.6, f=9.4, f=8.1, s=’v’, s=’w’, s=’u’, k = 1.1, k =

↪→ 2.5, v = True , v = False , 1.1: True , 2.5: False

sequentially, too. This means that a for loop can iterate over them as well!

In Listing 7.9 we illustrate how this is done: It works exactly as if we were using ranges . In the
program, we will build a list txt with strings that we will later write to the output.

First, we want to iterate over a list lst containing the four integers [1, 2, 3, 50] . This is done
by simply writing for i in lst . Here, i is the loop variable and it will step-by-step take on all the
values in lst , one by one. In the body of this loop, we invoke txt.append(f"i={i}") . The f-string will
evaluate to "i=1" in the first iteration, to "i=2" in the second, to "i=3" in the third, and to "i=50"
in the fourth and last iteration of this loop. These strings are appended to the list txt via the append
method.

Then we move on and want to iterate over a tuple tp , which contains three floating point numbers,
namely (7.6, 9.4, 8.1) . This works exactly in the same way: for f in tp will let the loop variable f
take on the values 7.6 , 9.4 , and finally 8.1 . We again append their textual representation to the list
txt , this time using the f-string f"f={f}" .

As third example, we create the set st containing the three strings {"u", "v", "w"} . We can do
this again by simply writing for s in st , which lets the loop variable s take on the values "w" , "u" ,
and "v" , in an arbitrary order. Remember that sets in Python are unordered (see Best Practice 21),
which means that if we run the program twice, we may get different results. Either way, we can iterate
over all the values in the set st . We again want to store these values as nicely formatted strings
in txt . This time we use the f-string f"s={s!r}" . Notice the !r format specifier: It will print the
representation of the string s , which basically means to put quotation marks (and to potentially escape
otherwise unprintable characters, see Section 3.5.4). Thus, we will add "s=’v’" , "s=’u’" , and "s=’w’"
to txt (in an arbitrary order).

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_sequence.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_sequence.py
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As fourth and final example, we create a dictionary dc that maps floating point numbers to Boolean
values, containing the two entries, namely {1.1: True, 2.5: False} . Now a dictionary is a bit special:
It maps keys to values. When working with the whole dictionary datastructure dc as a collection, then
we can access it in three ways:

1. Iterating over dc directly lets us view all the keys in the dictionary dc . This is equivalent to
iterating over dc.keys() .

2. Iterating over dc.values() lets us access all the values in the dictionary dc .

3. Iterating over dc.items() lets us access all key-value pairs in the dictionary dc as tuples.

In our example program, we apply all of these methods. We iterate over the keys in dc via for k in dc ,
which lets k take on the values 1.1 and 2.5 , one after the other. We iterate over the values in dc via
for v in dc.values() , which lets v take on the values True and False , one after the other.

Finally, we iterate over all key-value pairs. Look closely at this one: We could write
for t in dc.items() , which would let a loop variable t take on the tuple values (1.1, True) and then
2.5: False . However, back in Section 5.2, we learned about tuple unpacking. So instead, we write
for k, v in dc.items() . This is a shortcut for writing for t in dc.items() followed by k, v = t .
It directly unpacks the tuples in the sequence dc.items , meaning that we get pairs of k=1.1 , v=True
and k=2.5 , v=False . All of them are again appended to our text list txt .

After all of these loops, we have ended up with a list txt containing 16 strings. We want to combine
all of them to a single string, using ", " as a separator. We could do this in another loop. However,
Python offers us a much more efficient shorthand for this: The method join of the class str .

For any string z , z.join(seq) accepts a sequence v of strings. It then concatenates all the strings
in seq , placing z as separator between any two strings. Thus, invoking ", ".join(txt) produces
i=1, i=2, i=3, i=50, f=7.6, f=9.4, ... . This text is finally is written to the output via the print
function, giving us the results shown in Listing 7.10.

Let us now use this new ability to iterate over collection datastructures to improve upon our prime
number enumeration program Listing 7.7. Back when writing that program, we immediately stored 2
as a prime into our list primes . We then only tried the odd numbers less than 200 as potential prime
number candidates . For each potential prime number candidate , we tested all (odd) numbers check
from the range range(3, isqrt(candidate)+ 1, 2) as possible divisors.

When thinking about this, we realize that actually, only the prime numbers in this range are inter-
esting. For example, we do never need to check whether candidate is divisible by 9, because we will
have already checked whether it can be divided by 3. We also never need to check whether we can
divide it by 55, because we will have already checked 5.

Therefore, in our new and more efficient program Listing 7.11, we replace the head of the inner
loop with for check in primes[1:]: . primes[1:] is a slice of the list primes containing all but the
first element (see Section 5.1). This first element is 2 , and since all candidates are odd, we do not
need to try whether they can be divided by 2 . The outer loop will step-by-step add prime numbers
to primes . Actually, for each value of the loop variable candidate , primes will contain all prime
numbers which are smaller than candidate . We only need to check those which are less than or equal
to isqrt(candidate) , so we store this value in a new variable limit to avoid re-computing it in the
inner loop. The break statement lets us exit the inner loop as soon as we hit this limit.

The lists of primes that our programs generate in Listings 7.8 and 7.12 are exactly the same.
However, our new program needs to perform only 224 divisions instead of 252.

Later, in Chapter 10, we will learn that loops in Python can be applied to the more general concept
of Iterators . We will also see how the for keyword can be used to construct sequences via a process
called comprehensions.
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Listing 7.11: Computing a list of all primes from 2..200 using nested for loops. Compared
to Listing 7.7, this program is more efficient because it only tests primes as divisors. (stored in
file for_loop_sequence_primes.py ; output in Listing 7.12)

1 """ Compute all primes less than 200, with a for loop over a sequence."""
2
3 from math import isqrt # the integer square root == int(sqrt (...))
4
5 primes: list[int] = [2] # the list for the primes; We know 2 is prime.
6 n_divisions: int = 0 # We want to know how many divisions we needed.
7
8 for candidate in range(3, 200, 2): # ...all odd numbers less than 200.
9 is_prime: bool = True # Let us assume that ‘candidate ‘ is prime.

10 limit: int = isqrt(candidate) # Get the maximum possible divisor.
11
12 for check in primes [1:]: # We only test with the odd primes we got.
13 if check > limit: # If the potential divisor is too big , then
14 break # we can stop the inner loop here.
15 n_divisions += 1 # Every test requires one modulo division.
16 if candidate % check == 0: # modulo == 0: division without rest
17 is_prime = False # check divides candidate evenly , so
18 break # candidate is not a prime. We can stop the inner loop.
19
20 if is_prime: # If True: no smaller number divides candidate evenly.
21 primes.append(candidate) # Store candidate in primes list.
22
23 # Finally , print the list of prime numbers.
24 print(f"After {n_divisions} divisions: {len(primes)} primes {primes}.")

↓ python3 for_loop_sequence_primes.py ↓

Listing 7.12: The stdout of the program for_loop_sequence_primes.py given in Listing 7.11.
1 After 224 divisions: 46 primes [2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37,

↪→ 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97, 101, 103, 107,
↪→ 109, 113, 127, 131, 137, 139, 149, 151, 157, 163, 167, 173, 179, 181,
↪→ 191, 193, 197, 199].

7.5 Enumerating over Sequences when needed Indices

Assume that we have a list data of integer values v . If we want to iterate over all the values v in data ,
then for v in data would do the trick. However, what if we also want to know the current index i
for each data element during the iteration? Then this construct no longer works.

We basically have two choices: As first option, we can iterate over data by accessing the elements
by their index i directly. In this case, we would use a range that goes from 0 to len(data)- 1 . The
head of the loop now looks like this: for i in range(len(data)) . The data values v are then accessed
via data[i] . This is illustrated in Listing 7.13.

The drawback of this method is that it will only work for lists , because among the collection
datastructures discussed so far, only lists are directly indexable. Therefore, the second option to
achieve our goal would be to use an additional integer variable i which we would initialize as i: int = 0
before the loop. We would then increment it as i += 1 at the bottom of the loop body, where i += 1
is equivalent to i = i + 1 . This would work with all collection classes.

Both options are a bit iffy, as they introduce more and less readable additional code. There is a
third option, though. And because I advocate using static code analysis tools, I let another such tool
discover this option for us.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_sequence_primes.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_sequence_primes.py
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Listing 7.13: Enumerating over the index-value pairs of a list (inefficiently). (stored in
file for_loop_no_enumerate.py ; output in Listing 7.14)

1 """ Enumerate the index -value pairs in a list."""
2
3 data: list[int] = [1, 2, 3, 5]
4 for i in range(len(data)):
5 print(f"data[{i}]={data[i]}")

↓ python3 for_loop_no_enumerate.py ↓

Listing 7.14: The stdout of the program for_loop_no_enumerate.py given in Listing 7.13.
1 data [0]=1
2 data [1]=2
3 data [2]=3
4 data [3]=5

tweise@weise-laptop:~$ pip install pylint

Collecting pylint

Using cached pylint-3.3.0-py3-none-any.whl.metadata (12 kB)

Collecting platformdirs>=2.2.0 (from pylint)

Using cached platformdirs-4.3.6-py3-none-any.whl.metadata (11 kB)

Collecting astroid<=3.4.0-dev0,>=3.3.3 (from pylint)

Using cached astroid-3.3.4-py3-none-any.whl.metadata (4.5 kB)

Collecting isort!=5.13.0,<6,>=4.2.5 (from pylint)

Using cached isort-5.13.2-py3-none-any.whl.metadata (12 kB)

Collecting mccabe<0.8,>=0.6 (from pylint)

Using cached mccabe-0.7.0-py2.py3-none-any.whl.metadata (5.0 kB)

Collecting tomlkit>=0.10.1 (from pylint)

Using cached tomlkit-0.13.2-py3-none-any.whl.metadata (2.7 kB)

Collecting dill>=0.3.6 (from pylint)

Using cached dill-0.3.8-py3-none-any.whl.metadata (10 kB)

Using cached pylint-3.3.0-py3-none-any.whl (521 kB)

Using cached astroid-3.3.4-py3-none-any.whl (274 kB)

Using cached dill-0.3.8-py3-none-any.whl (116 kB)

Using cached isort-5.13.2-py3-none-any.whl (92 kB)

Using cached mccabe-0.7.0-py2.py3-none-any.whl (7.3 kB)

Using cached platformdirs-4.3.6-py3-none-any.whl (18 kB)

Using cached tomlkit-0.13.2-py3-none-any.whl (37 kB)

Installing collected packages: tomlkit, platformdirs, mccabe, isort, dill, astro

id, pylint

Successfully installed astroid-3.3.4 dill-0.3.8 isort-5.13.2 mccabe-0.7.0 platfo

rmdirs-4.3.6 pylint-3.3.0 tomlkit-0.13.2

tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 7.1: Installing Pylint in a Ubuntu terminal via pip (see Section 14.1 for a discussion of how
packages can be installed).

Useful Tool 4 Pylint is a Python linter that analyzes code for style, potential errors, and
possible improvements [226]. It can be installed via pip install pylint as shown in Figure 7.1
on page 115. You can then apply Pylint using the command pylint fileToScan.py . We
provide a script for using Pylint with a reasonable default configuration in Listing 16.3 on
page 330.

In Listing 7.15, Pylint suggest that we should iterate over the list data using the enumerate function.
enumerate accepts a collection as parameter and creates a sequence of index-value tuples. Since we
can unpack such tuples while iterating over this sequence (see Listing 7.9), the head of our loop now
takes on the form for i, v in enumerate(data) . Notice that the index i comes first and the value v
comes second in this unpacked-tuple-based enumeration. This is implemented in Listing 7.16. And it
would work exactly the same, regardless whether data was a list, set, tuple, or dictionary.

Now, above we used the Pylint linter to discover that we could improve our code by using this
concept. At the time of this writing, Ruff and Mypy did not find this potential improvement. Maybe
their future versions will. Regardless, it becomes clear that using more static analysis tools is always a
good idea, as stated back in Best Practice 17.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_no_enumerate.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_no_enumerate.py
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Listing 7.15: The results of static code analysis using the Pylint linter for the program given in
Listing 7.13.

1 $ pylint for_loop_no_enumerate.py --disable=C0103 ,C0302 ,C0325 ,R0801 ,R0901 ,
↪→ R0902 ,R0903 ,R0911 ,R0912 ,R0913 ,R0914 ,R0915 ,R1702 ,R1728 ,W0212 ,W0238 ,
↪→ W0703

2 ************* Module for_loop_no_enumerate
3 for_loop_no_enumerate.py:4:0: C0200: Consider using enumerate instead of

↪→ iterating with range and len (consider -using -enumerate)
4
5 -----------------------------------
6 Your code has been rated at 6.67/10
7
8 # pylint 3.3.6 failed with exit code 16.

Listing 7.16: Enumerating over the index-value pairs of a list using the enumerate function. (stored in
file for_loop_enumerate.py ; output in Listing 7.17)

1 """ Enumerate the index -value pairs in a list using enumerate."""
2
3 data: list[int] = [1, 2, 3, 5]
4 for i, v in enumerate(data):
5 print(f"data[{i}]={v}")

↓ python3 for_loop_enumerate.py ↓

Listing 7.17: The stdout of the program for_loop_enumerate.py given in Listing 7.16.
1 data [0]=1
2 data [1]=2
3 data [2]=3
4 data [3]=5

7.6 The while Loop

Old clay tablets show that the Babylonians were able to approximate
√

2 maybe as far back as 4000 years
ago [100, 246]. The mathematician Hero(n) of Alexandria, who lived in the first century CE, specified
an abstract algorithm for computing the square root of numbers which, today, is known as Heron’s
Method [158, 246].

Given a number a and aiming to find the square root
√
a of a, this algorithm starts with a guess x0,

let’s say x0 = 1. In each iteration i, it will compute a new guess as follows [158, 246]:

xi+1 =
1
2

(
xi +

a

xi

)
(7.1)

We can roughly imagine that the algorithm works as follows: If xi was too big, i.e., xi >
√
a,

then a
xi

<
√
a < xi. If xi was too small, i.e., xi <

√
a, then a

xi
>
√
a > xi. By computing the average

of xi and a
xi

as the next guess, we hope to approach
√
a. If xi =

√
a, then a

xi
=
√
a by definition

and xi+1 = xi. Showing that this actually works and that the error gets smaller over time is more
complicated [246].

If we want to implement this algorithm, we will naturally need a loop of some sort. Clearly, we
perform the same computation again and again. However, a for loop will not do: We do not know
the number of steps that we will need in advance. Of course, we could try to pick a very very huge
number and then break the loop when the guesses converg . . . but that is just ugly. The while comes
to rescue:

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_enumerate.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/for_loop_enumerate.py
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1 while␣booleanExpression:
2 ␣␣␣␣loop␣body␣statement␣1
3 ␣␣␣␣loop␣body␣statement␣2
4 ␣␣␣␣#␣...
5
6 normal␣statement␣1
7 normal␣statement␣2
8 #␣...

In the while loop, the body is executed as long as a Boolean expression in the head of the loop
evaluates to True . We now use this new construct to implement Heron’s Method in Listing 7.18 and
use it to compute the square roots of 0.5, 2, and 3.

We begin the program with an outer for loop that iterates a variable number over the float
values 0.5 , 2.0 , and 3.0 . We want to apply the algorithm to each of these values. We use two
variables guess be the current guess of what

√
number could be and old_guess be the previous guess.

We initialize guess with 1.0 and old_guess with a different value, say 0.0 . Our while loop
should keep iterating as long as guess != old_guess . Of course, if we could represent real numbers at
infinite precision, we would never reach guess == old_guess for any number with an irrational square
root. However, the float datatype has limited precision (see Section 3.3.1). Therefore, at least in our
examples, guess != old_guess indeed eventually becomes False .

Best Practice 28 Do not use (un)equality comparisons of floats as loop termination criteria,
as they may lead to endless loops. There can always be inputs that cause endless oscillations
between values or the appearance of nan values (see Section 3.3.5).

The only reason why we did it here is that it looks nice and is easy to read as a functional and yet
brief example of a while loop.1Anyway, the loop condition necessitates us to store some value different
from 1.0 in old_guess initially (and we picked 0.0). In the loop, first the current guess becomes the

1To enforce that no oscillation between two neighboring float values could occur, one could use the condition
abs(old_guess - guess)/ max(old_guess, guess)>= 1e-15 instead. This makes the loop stop when the rel-
ative difference between guess and old_guess becomes less than 10−15.

Listing 7.18: We compute the square root of a number using Heron’s Method [158, 246] implemented
as py while loop. (stored in file while_loop_sqrt.py ; output in Listing 7.19)

1 """ Using a ‘while ‘ loop to implement Heron’s Method."""
2
3 from math import sqrt # math.sqrt is as exact with float as possible.
4
5 for number in [0.5, 2.0, 3.0]: # The three numbers we want to test.
6 guess: float = 1.0 # This will hold the current guess.
7 old_guess: float = 0.0 # 0.0 is just a dummy value != guess.
8
9 while old_guess != guess: # Repeat until nothing changes anymore.

10 old_guess = guess # The current guess becomes the old guess.
11 guess = 0.5 * (guess + number / guess) # The new guess.
12
13 actual: float = sqrt(number) # The "actual" computed sqrt value.
14 print(f"\u221A{number}\u2248{guess}, sqrt({number})={actual}")

↓ python3 while_loop_sqrt.py ↓

Listing 7.19: The stdout of the program while_loop_sqrt.py given in Listing 7.18.
1

√
0.5≈0.7071067811865475 , sqrt (0.5) =0.7071067811865476

2
√
2.0≈1.414213562373095 , sqrt (2.0) =1.4142135623730951

3
√
3.0≈1.7320508075688772 , sqrt (3.0) =1.7320508075688772

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/while_loop_sqrt.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/while_loop_sqrt.py
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old guess via old_guess = guess . Then we update the guess as specified in Equation 7.1, by setting
guess = 0.5 * (guess + number / guess) .

Finally, we print the result of the computation, and for the sake of comparison, we also print the
output of the sqrt function of the math module. As you can see, our algorithm delivers almost the
same result. It works quite well, at very high precision. Also, notice how we used the Unicode escape
method from Section 3.5.6 to represent the characters

√
· and ≈ as \u221A and \u2248 to get them

printed on the console.

7.7 The else Statement at the Bottom of Loops

Now, you have learned before that we can leave a loop body immediately by calling the break statement.
Let’s say that we want to perform a certain action after the loop if the loop has completed normally,
i.e., if break was not invoked. We can do this by declaring a Boolean variable denoting whether the
loop has completed normally before the loop and initializing it with True . If we invoke break , then we
would first set this variable to False . After the loop, we could place an if to check if the variable is
still True and then execute the action. This is totally fine, but Python offers us a much less verbose
method: Using the else statement at the bottom of the loop, which works for both for and while
loops:

1 for␣loopVariable␣in␣sequence:
2 ␣␣␣␣loop␣body␣statement␣1
3 ␣␣␣␣loop␣body␣statement␣2
4 ␣␣␣␣#␣...
5 else:
6 ␣␣␣␣code␣executed␣if␣break␣not␣invoked␣1
7 ␣␣␣␣#␣...
8 normal␣statement␣1
9 normal␣statement␣2

10 #␣...

1 while␣booleanExpression:
2 ␣␣␣␣loop␣body␣statement␣1
3 ␣␣␣␣loop␣body␣statement␣2
4 ␣␣␣␣#␣...
5 else:
6 ␣␣␣␣code␣executed␣if␣break␣not␣invoked␣1
7 ␣␣␣␣#␣...
8 normal␣statement␣1
9 normal␣statement␣2

10 #␣...

We now use this construct to implement a binary search [21, 117, 155]. Binary search works is an
algorithm that finds the index of an element in a sorted sequence data of values. The core concept
of binary search is that we consider a segment S of the list in which the element E we search may
be contained. In each step of the algorithm, we want to reduce the size of this segment by ruling out
the half in which E cannot be. We do this looking at the element M right in the middle. Now, the
whole sequence data and, hence, also the segment S, are sorted. If M is bigger than E, then E must
be in the lower half, i.e., in the sub-segment from the start of S to right before M . If M is smaller
than E, then E must be in the upper half, i.e., in the sub-segment starting right after M and reaching
until the end of S. Otherwise, we must have found the element. This means in one step we have
effectively halved the size of S. If n = len(data) , then we can do this at most log2 n times and the
time complexity of binary search is in O(logn) [21, 117, 155].

In Listing 7.20, we want to find the indices of some characters in the alphabetically sorted
string data = "abdfjlmoqsuvwyz" . Of course, there is the find method that can do this, but we
want to take advantage of the fact that the characters in data are sorted. We search for the six
characters "a" , "c" , "o" , "p" , "w" , and "z" . Four of them are in data , but "c" and "p" are not. To
search them anyway, we let a variable search iterate over the list ["a", "c", "o", "p", "w", "z"] .
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Listing 7.20: We implement binary search [21, 117, 155] using a while loop with a break state-
ment. (stored in file while_loop_search.py ; output in Listing 7.21)

1 """ Using a ‘while ‘ loop to implement Binary Search."""
2
3 data: str = "abdfjlmoqsuvwyz" # A string of sorted characters.
4
5 for search in ["a", "c", "o", "p", "w", "z"]: # Search six characters.
6 upper: int = len(data) # *Exclusive* upper index.
7 lower: int = 0 # Lowest possible index = 0 (inclusive).
8 while lower < upper: # Repeat until lower >= upper.
9 mid: int = (lower + upper) // 2 # Works ONLY in Python 3 :-).

10 mid_str: str = data[mid] # Get the character at index mid.
11 if mid_str < search: # If mid_str < search , then clearly ...
12 lower = mid + 1 # ...the index of search must be < mid.
13 elif mid_str > search: # If mid_str > search , then clearly ...
14 upper = mid # ... the index of search must be > mid.
15 else: # If neither (mid_str < search) nor (mid_str > search)...
16 print(f"Found {search!r} at index {mid} in {data!r}.")
17 break # Exit while loop and skip over while loop’s else.
18 else: # executed if the while condition is False; not after break
19 print(f"Did not find {search!r} in {data!r}.")

↓ python3 while_loop_search.py ↓

Listing 7.21: The stdout of the program while_loop_search.py given in Listing 7.20.
1 Found ’a’ at index 0 in ’abdfjlmoqsuvwyz ’.
2 Did not find ’c’ in ’abdfjlmoqsuvwyz ’.
3 Found ’o’ at index 7 in ’abdfjlmoqsuvwyz ’.
4 Did not find ’p’ in ’abdfjlmoqsuvwyz ’.
5 Found ’w’ at index 12 in ’abdfjlmoqsuvwyz ’.
6 Found ’z’ at index 14 in ’abdfjlmoqsuvwyz ’.

Now in the inner loop, we implement the binary search. This search will maintain and update two
indices lower and upper . lower is the inclusive lower end of the segment in which search could be
contained. It is therefore initialized with 0 . upper is the exclusive upper end of the segment in which
search could be contained. We initialize it with len(data) ; as it is exclusive, it will be 1 bigger than
the largest valid index len(data)- 1 . Our segment is not empty, i.e., contains at least one element,
as long as lower < upper . This is therefore the loop condition of the inner loop.

Inside the binary search loop, we first compute the mid index as mid = (lower + upper)// 22. We
obtain the value mid_str as the single character at that index via mid_str = data[mid] .

We know that if mid_str < search , then our character search cannot be located at any index
in the range 0..mid . So in this case, we can update the inclusive index lower to become mid + 1 .
Otherwise, if mid_str > search , then we know that search could not possibly located anywhere in
the range mid ..len(data)- 1 . We thus would set the exclusive index upper to mid , which excludes
all items starting at index mid from further consideration.

Now if neither mid_str < search nor mid_str > search were True , it must be that
mid_str == search . This means that we found the location of search – it is at the index mid .
Therefore, we print this result to the output. (Notice that the !r format specifiers in the f-string we
use add the nice single quotes around search and data .) After printing the information, we exit the
while loop using the break statement.

Now, there is the possibility that we cannot find search in data because it is simple in there. In this
case, we will never print the output and also not leave the loop with break . In each iteration that does
not end with break , we will either increase lower or decrease upper . Thus, eventually lower < upper
will become False . This is when the else statement at the bottom of the loop is executed. Then and

2Interestingly, this works only because Python 3 has integers of infinite range (see Section 3.2).
In programming languages like C or Java where integer types have limited ranges, we need to do
mid = lower + (upper - lower)// 2 [117].

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/while_loop_search.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/loops/while_loop_search.py
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only then we print that we did not find the string.

7.8 Summary

With this, we depart from the subject of loops. We have learned two ways to execute code iteratively:
The for loop iterates of sequences of objects, which can either be ranges of numbers or arbitrary
collections. The while loop permits us to specify an arbitrary Boolean expression as loop condition. In
the bodies of both loops, we can jump to the next iteration at any time using the continue statement
or we can exit the loops entirely using the break statement. Finally, placing an else statement at
the bottom of the loop allows us to execute some code when the loop completes regularly, i.e., not
via break .

We now have some nice tools in our hands. We can create code that branches and conditionally
performs actions via if-else . And we can repeatedly perform actions via for and while . Our
examples also have become more elaborate and interesting. We can now approximate π with arbitrarily
many steps of the approach of LIU Hui (刘徽). We can implement Heron’s Method to compute the
square root of a number and we perform binary search over arbitarily large (sorted) data. We can do
quite a lot!

What we cannot yet do is to have a block of code that we want to re-use in different places.



Chapter 8

Functions

Functions are blocks of code that can be invoked from anywhere else in a program. You already learned
many functions, from the basic print routine that just prints the value of its parameter to the output
to the sqrt function from the math module which computes the square root. Now you will learn how
to make your own functions.

8.1 Defining and Calling Functions

The syntax for defining our own functions in Python is as follows:

1 def␣my_function(param_1:␣type ,␣param_2:␣type ,␣...)␣->␣result_type:
2 ␣␣␣␣"""
3 ␣␣␣␣Short␣sentence␣describing␣the␣function.
4
5 ␣␣␣␣The␣title␣of␣the␣so-called␣docstring␣is␣a␣short␣sentence␣stating
6 ␣␣␣␣what␣the␣function␣does.␣It␣can␣be␣followed␣by␣several␣paragraphs␣of
7 ␣␣␣␣text␣describing␣it␣in␣more␣detail.␣Then␣follows␣the␣list␣of
8 ␣␣␣␣parameters ,␣return␣values ,␣and␣raised␣exceptions␣(if␣any).
9

10 ␣␣␣␣:param␣param_1:␣the␣description␣of␣the␣first␣parameter␣(if␣any)
11 ␣␣␣␣:param␣param_2:␣the␣description␣of␣the␣second␣parameter␣(if␣any)
12 ␣␣␣␣:returns:␣the␣description␣of␣the␣return␣value␣(unless␣‘->␣None ‘).
13 ␣␣␣␣"""
14 ␣␣␣␣body␣of␣function␣1
15 ␣␣␣␣body␣of␣function␣2
16 ␣␣␣␣return␣result␣␣#␣if␣result_type␣is␣not␣None␣we␣return␣something
17
18
19 normal␣statement␣1
20 normal␣statement␣2
21 my_function(argument_1 ,␣argument_2)␣␣#␣we␣can␣call␣the␣function␣like␣this

A function in Python is created by using the def keyword, followed by the name of the function.

Best Practice 29 Function names should be lower case, with underscores separating multiple
words if need be [302].

Then follows an opening and a closing parenthesis, i.e., (...) . A function can have parameters through
which we can pass values to it. Inside the function, these parameters act like variables. The values of
these variables can be passed in when we call (invoke, execute) the function.

Definition 5 (Parameter) A function parameter is a variable defined inside the function that
receives its value when the function is called.

121
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Notice that, just like variables, all such parameters should be annotated with type hints (see Sec-
tion 4.4) [324]. Functions can return results (like the sqrt function of the math module does) or
return nothing (like print). If they return a result, the type of this result is specified via the type hint
-> result_type . We refer to the parameters and the return type of a function as its signature. The
function header ends with a colon (:).

Best Practice 30 All parameters and the return value of a function should be annotated with
type hints [324]. From my perspective: A function without type hints is wrong.

Then, indented by four spaces, follows the function body.

Best Practice 31 The body of a function is indented with four spaces.

This can be an arbitrary block of code, which may contain all the things we already learned. The
function can, at any point, be left using the return statement. If the function is supposed to return
a value result , then this is done via return result . Notice that, like the break statement in loops,
we can place return at any location we want. We can also have multiple return values at different
places in the function.

The function my_function then can be called from anywhere in the code by writing
my_function(value_1, value_2, ...) , where value_1 is passed in as value of param_1 , value_2
is passed in as value of param_2 , and so on. This follows the same pattern of function calls that we
already used in many of our examples.

Definition 6 (Argument) An argument is the actual value given for a function parameter
when the function is called.

Between the header of a function and its body, we always need to place a so-called docstring, which
is a multi-line string (see Section 3.5.5). This string consists of a title line shortly describing what
the function does. After an empty line, we can (but not necessarily need to) place a paragraph of
text providing a more detailled discussion. Then follows the list of parameters, each in the syntax
:param parameter_name: description . Then follows the return value description (if the function
returns something) in the form :returns: description .

Best Practice 32 Each function should be documented with a docstring. If you work in a
team or intend to place your code in public repositories like on GitHub, then this very very
much increases the chance that your code will be used correctly. From my perspective: A
function without docstring is wrong.

Best Practice 33 After the function and its body are defined, leave two blank lines before
writing the next code [302].

After all of this long introduction, let us finally come to some example. Let’s implement the factorial
function as, well, function. The factorial is defined as follows [50, 84]

a! =

{
1 if a = 0∏a

i=1 i otherwise, i.e., if a > 0 (8.1)

where
∏a

i=1 i stands for the product 1 ∗ 2 ∗ 3 ∗ · · · ∗ (a − 1) ∗ a. We will implement this function in
Python call it factorial in Listing 8.1. It should take a single parameter a as parameter. a will be
type-hinted as integer and the result of our function will be an integer as well.

The body of this function is straightforward. We begin by initializing a variable product with the
value 1 . Then, we need a loop that iterates a variable i over all integers less than or equal to a . We
want to multiply these values to product . Well, we can skip over i = 1, because that would be useless.
So we will use a for loop iterating i over the range(2, a + 1) . This effectively starts i at 2 . Since
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Listing 8.1: Implementing a function computing the factorial of a positive integer number. (stored in
file def_factorial.py ; output in Listing 8.2)

1 """ Implementing the factorial as a function."""
2
3
4 def factorial(a: int) -> int: # 1 ‘int ‘ parameter and ‘int ‘ result
5 """
6 Compute the factorial of a positive integer ‘a‘.
7
8 :param a: the number to compute the factorial of
9 :return: the factorial of ‘a‘, i.e., ‘a!‘.

10 """
11 product: int = 1 # Initialize ‘product ‘ as ‘1‘.
12 for i in range(2, a + 1): # ‘i‘ goes from ‘2‘ to ‘a‘.
13 product *= i # Multiply ‘i‘ to the product.
14 return product # Return the product , which now is the factorial.
15
16
17 for j in range (10): # Test the ‘factorial ‘ function for ‘i‘ in 0..9 ‘.
18 print(f"The factorial of {j} is {factorial(j)}.")

↓ python3 def_factorial.py ↓

Listing 8.2: The stdout of the program def_factorial.py given in Listing 8.1.
1 The factorial of 0 is 1.
2 The factorial of 1 is 1.
3 The factorial of 2 is 2.
4 The factorial of 3 is 6.
5 The factorial of 4 is 24.
6 The factorial of 5 is 120.
7 The factorial of 6 is 720.
8 The factorial of 7 is 5040.
9 The factorial of 8 is 40320.

10 The factorial of 9 is 362880.

the upper limit a + 1 of the range is always exclusive, the last value for i will be a . Notice that we
really use a like a normal variable that was assigned a value.

Anyway, inside the loop body, we compute product *= i , which is equivalent to
product = product * i . After the loop, product holds a !. So we can return it as the result of
the function, by writing return product .

We can now compute the factorial of any number x by calling factorial(x) . After the function
body, we leave two empty lines. And then we compute the factorials of the numbers from 1 to 9 in a
for-loop and print them by using f-strings. Inside this loop and in the f-string, we can use the function
factorial exactly like any other function we used before, like sqrt or print . It may be an interesting
side information at the end of this example that the factorial can actually be computed faster than
using this product form, see, e.g. [180].

Functions can have a more than one parameter or no parameter at all. They can return one value
or return nothing at all. Functions can also be called from other functions. Let us investigate these
options by investigating another interesting mathematical operation: The computation of the greatest
common divisor, also known as gcd .

This can be done using the Euclidean algorithm [36, 88, 102], going back to Euclid of Alexan-
dria (Eύκλείδης) who flourished about 300 BCE. The greatest common divisor of two numbers
positive a ∈ N1 and b ∈ N1 is the greatest number g ∈ N1 = gcd(a, b) such that a mod g = 0
and b mod g = 0, where mod is the modulo division operator equivalent to Python’s % . This means
that g divides both a and b without remainder. If a = b, then obviously gcd(a, b) = a = b as
well. Otherwise, we know that a = ig for some i ∈ N1 and b = jg for some j ∈ N1. If we as-
sume, without loss of generality, that a > b. Then, c = a − b = (i − j)g and it will be clear that

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/def_factorial.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/def_factorial.py
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Listing 8.3: Implementing the Euclidean Algorithm as a function and calling it from another func-
tion. (stored in file def_gcd.py ; output in Listing 8.4)

1 """ Euclidian Algorithm for the Greatest Common Divisor as a function."""
2
3 from math import gcd as math_gcd # Use math’s gcd under name ‘math_gcd ‘.
4
5
6 def gcd(a: int , b: int) -> int: # 2 ‘int ‘ parameters and ‘int ‘ result
7 """
8 Compute the greatest common divisor of two numbers ‘a‘ and ‘b‘.
9

10 :param a: the first number
11 :param b: the second number
12 :return: the greatest common divisor of ‘a‘ and ‘b‘
13 """
14 while b != 0: # Repeat in a loop until ‘b == 0‘.
15 a, b = b, a % b # the same as ‘t = b‘; ‘b = a % b‘; ‘b = t‘.
16 return a # If ‘b‘ becomes ‘0‘, then the gcd is in ‘a‘.
17
18
19 def print_gcd(a: int , b: int) -> None: # ‘-> None ‘ == returns nothing
20 """
21 Print the result of the gcd of ‘a‘ and ‘b‘.
22
23 :param a: the first number
24 :param b: the second number
25 """
26 print(f"gcd({a}, {b})={gcd(a, b)}, math_gcd={math_gcd(a, b)}.")
27 # Notice: no ‘return ‘ statement. Because we return nothing.
28
29
30 print_gcd (1, 0)
31 print_gcd (0, 1)
32 print_gcd (765, 273)
33 print_gcd (24359573700 , 35943207300)

↓ python3 def_gcd.py ↓

Listing 8.4: The stdout of the program def_gcd.py given in Listing 8.3.
1 gcd(1, 0)=1, math_gcd =1.
2 gcd(0, 1)=1, math_gcd =1.
3 gcd(765, 273)=3, math_gcd =3.
4 gcd (24359573700 , 35943207300) =2148300 , math_gcd =2148300.

c mod g = (a − b) mod g = (i − j)g mod g = 0 as well, i.e., that gcd(a, b) = gcd(a − b, b) = g.
Similarly, d = a mod b = ig mod (jg) = ig − ⌊i/j⌋ ∗ jg = g(i− j⌊i/j⌋) is still divisible by g without
remainder as d mod g = 0. This means that gcd(a mod b, b) = gcd(a, b) = g, too.

Since both d and c are less than a, we could replace a with either of them. In particular, d will be
less than both a and b, so we could store b in a and replace b with d. We would repeat the computation
until reaching b = 0, at which point a will be g. Matter of fact, by choosing the module-based update,
we do not even need to assume that a > b. Because if b > a, then a mod b = a and we would just
switch a and b in this step. If a = b, then a mod b = 0 and we would immediately terminate after the
first step and return a as the greatest common divisor.

This algorithm is implemented in Listing 8.3 as function gcd . gcd has two integer parameters, a
and b , and returns another int . Its body is surprising short: We use a while loop that iterates as
long as b > 0 . After the loop, we return a as the result. If b == 0 holds at the beginning, the loop
will never be executed and a is returned as-is, which is correct: gcd(a, 0) = a for all a ∈ N1.

However, if b > 0 , we enter the loop’s body, which is a single line of code: the tuple-unpacking

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/def_gcd.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/def_gcd.py
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command a, b = b, a %b (see Section 5.1). This line first completely evaluates the right-hand side.
This creates a tuple where the first value is b . The second value is a % b . The tuple is then unpacked
and stored in the variables a and b . a will thus receive the value that b had during the evaluation of
the right-hand side. b will receive the previously computed value of a % b . In other words, b is stored
in a and the remainder of the division of a by b is stored in b . Clearly, b will become smaller in each
iteration and since it can never become negative, it will eventually reach 0 and the loop will terminate.
Similarly, the gcd is never “lost” during the loop and will thus be the value in a at the end. And this
value is returned.

So this was a function with two parameters and one return value. Let us now implement a second
function, this time with no return value. print_gcd accepts again two parameters a and b and returns
nothing. Instead, it will print the gcd nicely using print and an f-string. Since the math module also
provides a function names gcd for computing, well, the greatest common divisor, we want to compare
the result of our function with this one.

Of course, we cannot have two functions named gcd in the same context. So we import the function
from the math module under a different name: from math import gcd as math_gcd makes the gcd
function from the module math available under the name math_gcd . And we use it in the f-string in
print_gcd under that name.

Finally, we confirm that gcd and math_gcd compute the same result for four test cases at the bottom
of our program. Now that all is said and done, it should be mentioned that the Euclidean Algorithm
has a particularly efficient binary variant which is faster than our implementation in Listing 8.3. This
binary variant may have been developed in China in the first century CE [36].

Listing 8.5: The module my_math , which provides two mathematics functions, namely sqrt , imple-
menting the algorithm of Heron to compute the square root from Listing 7.18, and factorial , copied
from Listing 8.1. (src)

1 """A module with mathematics routines."""
2
3
4 def factorial(a: int) -> int: # 1 ‘int ‘ parameter and ‘int ‘ result
5 """
6 Compute the factorial of a positive integer ‘a‘.
7
8 :param a: the number to compute the factorial of
9 :return: the factorial of ‘a‘, i.e., ‘a!‘.

10 """
11 product: int = 1 # Initialize ‘product ‘ as ‘1‘.
12 for i in range(2, a + 1): # ‘i‘ goes from ‘2‘ to ‘a‘.
13 product *= i # Multiply ‘i‘ to the product.
14 return product # Return the product , which now is the factorial.
15
16
17 def sqrt(number: float) -> float:
18 """
19 Compute the square root of a given ‘number ‘.
20
21 :param number: The number to compute the square root of.
22 :return: A value ‘v‘ such that ‘v * v‘ is approximately ‘number ‘.
23 """
24 guess: float = 1.0 # This will hold the current guess.
25 old_guess: float = 0.0 # 0.0 is just a dummy value != guess.
26 while old_guess != guess: # Repeat until nothing changes anymore.
27 old_guess = guess # The current guess becomes the old guess.
28 guess = 0.5 * (guess + number / guess) # The new guess.
29 return guess

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/my_math.py
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8.2 Functions in Modules

You may not have noticed it, but we just made a very big step in our programming skills. We moved
from simple programs which only consist of one big block of code to modular programs. We can
now reuse code. And we can distribute code over multiple files. This clearly is a concern for any
application larger than a simple script: How can we avoid writing our applications as a single, huge,
and unstructured file which would be impossible to maintain in the long run? How can we divide our
application into smaller units that we can test, improve, and maintain separately and maybe use and
reuse in different contexts? A big part of the answer to this question are modules and packages [281].

For all intents and purposes within this book, a module is a Python file and a package is a directory
wherein the file is located. As described in [281], modules do not necessarily need to be files and
packages can probably be created otherwise as well, but let us keep it simple here.

Indeed, we have already worked with modules, most prominently the math module. This module
is basically a collection of mathematical functions. Since we have implemented several mathematical
functions by ourselves, let us put some of them in a module as well.

In Listing 8.5 we do just that. We create the Python file my_math.py and place two functions
into it: The function factorial from Listing 8.1 and a new function called sqrt . The sqrt function
basically encapsulates our code from back in Listing 7.18, where we implemented the Heron’s Method
to compute the square root, as a function. Now, number , the input of this algorithm, comes in as a
parameter.

Best Practice 34 Package and module names should be short and lowercase. Underscores
can be used to improve readability. [302]

Our new module my_math does not look very special or different from what we did so far. The one
difference that we notice, however, is that it “does nothing”. In the file, we define two functions, but
we do not actively call them, we do not use them for anything. This is the purpose of this module: It
just provides the functions. We will use them elsewhere.

Listing 8.6 is where we use them: We write a program, i.e., another Python file, named
use_my_math.py . In this file, we want to use our two functions factorial and sqrt from the module
my_math . For this purpose, we have to tell the Python interpreter where it can find these two functions.
We do this by writing from my_math import factorial, sqrt . The meaning of the line is quite ob-
vious: There is a module my_math from which we want to import, i.e., make available, two functions,
namely factorial and sqrt .

Now, the Python interpreter knows a lot of modules. Several modules ship with any Python
installation, like math . Others are installed via a package manager like pip [139] (we will eventually
discuss this later). The my_math module is found because it is in the same directory as the program
use_my_math .

If we had placed the my_math.py file into a sub-directory named math_pack instead, then we would
import our functions from math_pack.my_math instead, where math_pack would be called a package. Of
course, we could also create another level of directories, say we could have directory utils , containing
directory math_pack , containing our file my_math.py . In this case, we would import our functions
like from utils.math_pack.my_math import . . . . The names of package and modul are separated by
a . when importing from them. This allows us to nicely and hierarchically structure our projects into
modules and packages for different purposes.

In Listing 8.6 we can use both sqrt and factorial exactly as if we had defined them in this
program. We first print a few values for sqrt and factorial and also show that we can compute the
result of the square root of a factorial. We also just copy the code from Listing 7.3, where we use LIU
Hui’s method to approximate π – but this time, we use our own implementation of the square root
function instead of the one from the math module. Interestingly, the sixth and last approximation step
in Listing 8.7 shows exactly the same result as in Listing 7.4.
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Listing 8.6: A program using the functions sqrt and factorial from the module my_math given in
Listing 8.5. (stored in file use_my_math.py ; output in Listing 8.7)

1 """ Using the mathematics module."""
2
3 from my_math import factorial , sqrt # Import our two functions.
4
5 print(f"6!={factorial (6)}") # Use the ‘factorial ‘ function.
6 print(f"\u221A3={sqrt (3.0)}") # Use the ‘sqrt ‘ function.
7 print(f"\u221A (6!*1.5)={sqrt(factorial (6) * 1.5)}") # Use both.
8
9 print("We now use Liu Hui’s Method to Approximate \u03c0.")

10 e: int = 6 # the number of edges: We start with a hexagon , i.e., e=6.
11 s: float = 1.0 # the side length: Initially 1, i.e., radius is also 1.
12 for _ in range (6):
13 print(f"{e} edges , side length={s} give us \u03c0\u2248{e * s / 2}.")
14 e *= 2 # We double the number of edges ...
15 s = sqrt(2 - sqrt(4 - (s ** 2))) # ...and recompute the side length.

↓ python3 use_my_math.py ↓

Listing 8.7: The stdout of the program use_my_math.py given in Listing 8.6.
1 6!=720
2

√
3=1.7320508075688772

3
√
(6!*1.5) =32.863353450309965

4 We now use Liu Hui ’s Method to Approximate π.
5 6 edges , side length =1.0 give us π≈3.0.
6 12 edges , side length =0.5176380902050417 give us π≈3.10582854123025.
7 24 edges , side length =0.2610523844401035 give us π≈3.1326286132812418.
8 48 edges , side length =0.13080625846028637 give us π≈3.139350203046873.
9 96 edges , side length =0.0654381656435527 give us π≈3.14103195089053.

10 192 edges , side length =0.03272346325297234 give us π≈3.1414524722853443.

8.3 Interlude: Unit Testing

Structuring our code into functions and modules has several advantages. We can reuse code and we
can divide big application into smaller pieces, both of which make it easier to understand what our
program is doing. Or is supposed to be doing. Because errors happen in programming. They happen
often and they happen naturally.

But dividing code into functions and placing it into modules has yet another advantage: We can test
these separate functions separately. Imagine that you have a big application using lots of components,
code for reading and writing files, code for making mathematical computations, and so on. It is not
eay to figure out how to check that the big application behaves exactly as it is supposed to. There will
be many combinations of inputs and environments and conditions that we would need to test. Even if
we would find that the application behaves, maybe only in some cases, a bit strange, it would be hard
to figure out which of its many components has an error.

However, we can also do something else: We can test each component separately, too. It is much
easier to check whether our factorial and sqrt functions behave as we expect them than to do this
for a whole complex program.

Definition 7 (Unit Testing) Unit Testing is a software testing technique where separate com-
ponents or functions of an application are tested in isolation.

The goal of unit testing is to ensure that each unit of the software performs as expected. Since tests
can be developed along (or even before!) the single functions are implemented, potential errors can
be found early in the development process. As the unit tests focus on smaller, well, units, they can
be less complex and easier to understand. The consequent usage of unit tests supports a modular and
cleaner programming style, as it forces the developer to divide bigger programs into smaller pieces that
can be invoked and tested in separation. Finally, unit testing is especially useful if an application is

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/use_my_math.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/use_my_math.py
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tweise@weise-laptop:~$ pip install pytest pytest-timeout

Collecting pytest

Using cached pytest-8.3.3-py3-none-any.whl.metadata (7.5 kB)

Collecting pytest-timeout

Using cached pytest_timeout-2.3.1-py3-none-any.whl.metadata (20 kB)

Collecting iniconfig (from pytest)

Using cached iniconfig-2.0.0-py3-none-any.whl.metadata (2.6 kB)

Collecting packaging (from pytest)

Using cached packaging-24.1-py3-none-any.whl.metadata (3.2 kB)

Collecting pluggy<2,>=1.5 (from pytest)

Using cached pluggy-1.5.0-py3-none-any.whl.metadata (4.8 kB)

Using cached pytest-8.3.3-py3-none-any.whl (342 kB)

Using cached pytest_timeout-2.3.1-py3-none-any.whl (14 kB)

Using cached pluggy-1.5.0-py3-none-any.whl (20 kB)

Using cached iniconfig-2.0.0-py3-none-any.whl (5.9 kB)

Using cached packaging-24.1-py3-none-any.whl (53 kB)

Installing collected packages: pluggy, packaging, iniconfig, pytest, pytest-time

out

Successfully installed iniconfig-2.0.0 packaging-24.1 pluggy-1.5.0 pytest-8.3.3

pytest-timeout-2.3.1

tweise@weise-laptop:~$

tweise@weise-laptop: ~

Figure 8.1: Installing pytest in a Ubuntu terminal via pip (see Section 14.1 for a discussion of how
packages can be installed).

developed, improved, and maintained over a long time: If test cases are preserved and re-tested every
time the software changes, then we can discover if a change that we applied to an older piece of code
breaks a unit test, i.e., may lead to an unwanted change of behavior our program that we did not
anticipate. Especially with its increased automation, unit testing in software development has steadily
gained importance during the past decades [241, 286, 320] and is an important cornerstone of Python
software development [77, 203, 206].

Useful Tool 5 pytest is a Python is a Python framework for writing and executing software
tests [160]. It can be installed via pip install pytest pytest-timeout as shown in Figure 8.1
on page 128. You can then apply pytest using the command pytest --timeout=toInS file(s) ,
where toInS should be replaced with a reasonable timeout in seconds and file(s) is one or
multiple files with test cases. We provide a script for using pytest with a reasonable default
configuration in Listing 16.4 on page 331. See also Useful Tool 7 later on.

You will ask yourself how testing and especially the reuse of test cases works. It is, actually, fairly
simple: We have our actual program code in one or multiple Python files. We have our test code in
some other Python files. For the same of clarity, if the actual code is in a file my_code.py , then we
could the code for the tests into a file called test_my_code.py .

In Listing 8.8 we do just that. We create a file test_my_math.py and into this file, we want to put
the code for testing our module my_math . This testing code is defined in form of functions. The names
of these functions must start with test_ .

Now our module my_math provides two functions, factorial and sqrt . At the top of our new tests
module test_my_math , we import both of these functions. Naturally, we would create corresponding
test functions and call them test_factorial and test_sqrt . These functions have no parameters and
no return values.

Tests are often defined in the form of several assertions assertions:

1 assert␣booleanExpr␣␣#␣raises␣AssertionError␣if␣not␣booleanExpr

An assertion is defined by the keyword assert followed by an arbitrary Boolean expression. If the
Boolean expression evaluates to True , then nothing happens. If it evaluates to False , then an
AssertionError is raised. This error will cause the test function to fail immediately. We will learn in
Chapter 9 what Exceptions are and how to handle them in detail. If the complete test function runs
through without raising any Exception , then the test has succeeded. If it fails or raises an Exception
at any point during its execution, the test has failed.

Now we create the function test_factorial to test the factorial function. For example, we
know that 0! = 1. So it makes sense to define assert factorial(0)== 1 . The Boolean expression
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Listing 8.8: A small unit test suite for Listing 8.5. (src)
1 """ Testing our mathematical functions."""
2
3 from math import inf , isnan , nan # some float value -checking functions
4
5 from my_math import factorial , sqrt # Import our two functions.
6
7
8 def test_factorial () -> None:
9 """ Test the function ‘factorial ‘ from module ‘my_math ‘."""

10 assert factorial (0) == 1 # 0! == 1
11 assert factorial (1) == 1 # 1! == 1
12 assert factorial (2) == 2 # 2! == 2
13 assert factorial (3) == 6 # 3! == 6
14 assert factorial (12) == 479 _001_600 # 12! == 4790 ’016 ’00
15 assert factorial (30) == 265 _252_859_812_191_058_636_308_480_000_000
16
17
18 def test_sqrt () -> None:
19 """ Test the function ‘sqrt ‘ from module ‘my_math ‘."""
20 assert sqrt (0.0) == 0.0 # The square root of 0 is 0.
21 assert sqrt (1.0) == 1.0 # The square root of 1 is 1.
22 assert sqrt (4.0) == 2.0 # The square root of 4 is 2.
23 s3: float = sqrt (3.0) # Get the approximated square root of 3.
24 assert abs(s3 * s3 - 3.0) <= 5e-16 # sqrt (3) 2 should be close to 3.
25 assert sqrt(1e10 * 1e10) == 1e10 # 1e10 2 = 1e10 * 1e10
26 assert sqrt(inf) == inf # The square root of +inf is +inf.
27 assert isnan(sqrt(nan)) # The root of not -a-number is still nan.

here is factorial(0)== 1 , which is obviously only True if factorial(0) evaluates to 1 . We define
similar cases for 1!, 2!, and 3!. Obviously, we cannot write down a complete list of all possible inputs.
But these are the four smallest ones for which the factorial is defined. By testing also 12!, we have
checked factorial for a mid-sized argument. We then also create a test case for a fairly large number,
say 30!. We have computed this value using an online tool that offers arbitrary precision. The result
of this function is more than 265 ∗ 1030, which is fairly beyond the range of 64 bit integers (and thus
showcases that integers in Python 3 have an unlimited range, as stated back in Section 3.2). This test
case validates whether our factorial function works well for large numbers, too. If our factorial
function passes all of these tests, we can be fairly certain that it is implemented correctly. There could
still be errors, though. For example, we did not test 4!. But at least it looks unlikely that 3! and 12!
“work,” but not 4!.

For the sqrt function, we create similar test function and call it test_sqrt . Reasonable test cases
are assert sqrt(0.0)== 0.0 , assert sqrt(1.0)== 1.0 , and assert sqrt(4.0)== 2.0 . We would
also expect that sqrt(x)* sqrt(x)== x for different x . However, we have to account for the limited
precision of the datatype float discussed in Section 3.3.1. Even if we would get as close to sqrt(x)
for some x as possible, we can only represent 15 to 16 digits. Therefore, we have to give a little bit
of wiggle room when we compute s3 = sqrt(3.0) and expect that s3 * s3 == 3.0 . We do this by
writing assert abs(s3 * s3 - 3.0)<= 5e-16 , i.e., by assuming that the difference between 3.0 and
s3 * s3 is not bigger than the very small number 5 ∗ 10−16. On the other hand, the square root of
1e10 * 1e10 should be representable exactly, namely as 1e10 .

The datatype float also offers us two special values, which both can be imported from the math
module and which were discussed in Section 3.3.5: inf stands for positive infinity +∞ and nan stands
basically for “undefined”, a value that you may get if you try to compute something like inf - inf .
Our sqrt function has to understand and correctly handle these values as well. sqrt(inf) should again
return inf . sqrt(nan) should return nan . However, we cannot do assert sqrt(nan)== nan , since
== will yield False for any value if at least one nan is involved (see again Section 3.3.5). For testing
whether sqrt(nan) yield nan , we use the function isnan from the math module. This function returns
True for isnan(nan) and False otherwise.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/test_my_math.py
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Listing 8.9: The output of the unit tests in Listing 8.8: While the test of factorial succeeds, our
sqrt function fails for input 0.0 .

1 $ pytest --timeout =10 --no-header --tb=short test_my_math.py
2 ========================== test session starts ==========================
3 collected 2 items
4
5 test_my_math.py .F [100%]
6
7 =============================== FAILURES ================================
8 _______________________________ test_sqrt _______________________________
9 test_my_math.py:20: in test_sqrt

10 assert sqrt (0.0) == 0.0 # The square root of 0 is 0.
11 my_math.py:28: in sqrt
12 guess = 0.5 * (guess + number / guess) # The new guess.
13 E ZeroDivisionError: float division by zero
14 ======================== short test summary info ========================
15 FAILED test_my_math.py:: test_sqrt - ZeroDivisionError: float division by

↪→ zero
16 ====================== 1 failed , 1 passed in 0.03s ======================
17 # pytest 8.3.5 with pytest -timeout 2.3.1 failed with exit code 1.

With this, we have covered most reasonable inputs that either factorial or sqrt could receive. We
have defined what we would expect as output for these inputs. These expectations are implemented as
test cases. Regardless of how factorial or sqrt are implemented, they should pass these test cases.
Otherwise, they are wrong.

Running our test cases with pytest yields the output in Listing 8.9. This output tells us that
test_factorial ran through without any issue. test_sqrt however failed with a ZeroDivisionError
that was raised inside our sqrt function. This happened when we tried to compute sqrt(0.0) .

When we look back at our my_math module in Listing 8.6, we find that our initial guess for the square
root is 1 . In each step, we then compute guess = 0.5 * (guess + number / guess) . If number is
0.0 , then this effectively means guess = 0.5 * guess . We have learned that the precision of floats
is finite and that positive values smaller than 5e-324 will just become 0.0 . This will happen here
too, and guess will thus eventually become 0.0 . In the next iteration, this leads to us trying to
divide 0.0 / 0.0 , causing the ZeroDivisionError .

In order to fix this problem, we introduce the check if number <= 0.0 into our sqrt function in
Listing 8.11. If this new conditional evaluates to True , we return 0.0 directly. Now we do not consider
the case that a negative number is passed into sqrt at this point. Here, we would ideally raise an
error by ourselves, but we will learn only later how to do that.1

We apply the same tests to the new version of the sqrt function in Listing 8.11. The output of
the test case, provided in Listing 8.12, now indicates another error: We a timeout!

You see, when invoking pytest with the option --timeout=10 – which only works if the package
pytest-timeout is installed – we limit the maximum runtime of our test suite to ten seconds. Ten
seconds is a reasonable time for this book as we actually run all the scripts automatically during the
book building process. In practical situations, you will usually choose a larger time limit.

Best Practice 35 Always attach a timeout to your unit tests. This timeout can be generous,
maybe one hour, but it will serve as sentinel against either endless loops, deadlocks, or other
congestion situations which all would be practical test failures. Timeouts protect automated
builds or continuous integration systems from clogging.

The time limit protected us here. Our sqrt function goes into an endless loop if
number = inf . Initially, we set guess = 1.0 . In the first iteration of the loop in sqrt ,
guess = 0.5 * (guess + number / guess) makes guess become inf . However, in the second itera-
tion, we have number / guess becoming inf / inf which yields nan . From now on, all calculations
yields nan . Since nan != nan is True , the loop never ends.

1We learn it in Chapter 9 and there we will revisit our sqrt function in Listing 9.1, too.
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Listing 8.10: An improved variant of Listing 8.5 dealing with the failing test case 0.0 discovered in
Listing 8.9. (src)

1 """A second version of our module with mathematics routines."""
2
3 # factorial is omitted here for brevity
4
5
6 def sqrt(number: float) -> float:
7 """
8 Compute the square root of a given ‘number ‘.
9

10 :param number: The number to compute the square root of.
11 :return: A value ‘v‘ such that ‘v * v‘ is approximately ‘number ‘.
12 """
13 if number <= 0.0: # Fix for the special case ‘0‘:
14 return 0.0 # We return 0; for now , we ignore negative values.
15
16 guess: float = 1.0 # This will hold the current guess.
17 old_guess: float = 0.0 # 0.0 is just a dummy value != guess.
18 while old_guess != guess: # Repeat until nothing changes anymore.
19 old_guess = guess # The current guess becomes the old guess.
20 guess = 0.5 * (guess + number / guess) # The new guess.
21 return guess

Listing 8.11: We use the same small unit test suite given in Listing 8.8 for sqrt in Listing 8.10. (src)
1 """ Testing our second version of the ‘my_math ‘ module."""
2
3 from math import inf , isnan , nan # some float value -checking functions
4
5 from my_math_2 import sqrt # Get our 2nd square root implementation.
6
7 # test_factorial () is omitted for brevity
8
9

10 def test_sqrt () -> None:
11 """ Test the function ‘sqrt ‘ from module ‘my_math_2 ‘."""
12 assert sqrt (0.0) == 0.0 # The square root of 0 is 0.
13 assert sqrt (1.0) == 1.0 # The square root of 1 is 1.
14 assert sqrt (4.0) == 2.0 # The square root of 4 is 2.
15 s3: float = sqrt (3.0) # Get the approximated square root of 3.
16 assert abs(s3 * s3 - 3.0) <= 5e-16 # sqrt (3) 2 should be close to 3.
17 assert sqrt(1e10 * 1e10) == 1e10 # 1e10 2 = 1e10 * 1e10
18 assert sqrt(inf) == inf # The square root of +inf is +inf.
19 assert isnan(sqrt(nan)) # The root of not -a-number is still nan.

We finally solve this problem in Listing 8.13. Here, we add a new condition:
if not isfinite(number) , we return number as-is. isfinite is another function from the math mod-
ule. It takes one parameter and it returns True if it is a finite number and False if it is inf , -inf ,
or nan . This means that condition can only become True for inf or nan , as we already return 0.0 if
number <= 0.0 . Thus, we return inf if the input of our function is inf and nan if the input is nan .
These are also the results that we would expect.
In Listing 8.14, we apply our unit tests to this new version of our sqrt function. As you can see in the
output provided in Listing 8.15, the tests now complete successfully. This was a good example of how
tests can help us to spot errors in our code. When looking at Listing 8.6, we certain assumed that all
of our functions were implemented correctly. However, pytest has helped us to spot two erros. We
then fixed these errors.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/my_math_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/test_my_math_2.py
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Listing 8.12: The output of the unit tests in Listing 8.11: This time, we hit the timeout because of an
endless loop!

1 $ pytest --timeout =10 --no-header --tb=short test_my_math_2.py
2 ========================== test session starts ==========================
3 collected 1 item
4
5 test_my_math_2.py F [100%]
6
7 =============================== FAILURES ================================
8 _______________________________ test_sqrt _______________________________
9 test_my_math_2.py:18: in test_sqrt

10 assert sqrt(inf) == inf # The square root of +inf is +inf.
11 my_math_2.py:18: in sqrt
12 while old_guess != guess: # Repeat until nothing changes anymore.
13 E Failed: Timeout >10.0s
14 ======================== short test summary info ========================
15 FAILED test_my_math_2.py:: test_sqrt - Failed: Timeout >10.0s
16 ========================== 1 failed in 10.02s ===========================
17 # pytest 8.3.5 with pytest -timeout 2.3.1 failed with exit code 1.

Listing 8.13: An improved variant of Listing 8.10 dealing with the failing test case inf discovered in
Listing 8.12. (src)

1 """A third version of our module with mathematics routines."""
2
3 from math import isfinite
4
5 # factorial is omitted here for brevity
6
7
8 def sqrt(number: float) -> float:
9 """

10 Compute the square root of a given ‘number ‘.
11
12 :param number: The number to compute the square root of.
13 :return: A value ‘v‘ such that ‘v * v‘ is approximately ‘number ‘.
14 """
15 if number <= 0.0: # Fix for the special case ‘0‘:
16 return 0.0 # We return 0; for now , we ignore negative values.
17 if not isfinite(number): # Fix for case ‘+inf ‘ and ‘nan ‘:
18 return number # We return ‘inf ‘ for ‘inf ‘ and ‘nan ‘ for ‘nan ‘.
19
20 guess: float = 1.0 # This will hold the current guess.
21 old_guess: float = 0.0 # 0.0 is just a dummy value != guess.
22 while old_guess != guess: # Repeat until nothing changes anymore.
23 old_guess = guess # The current guess becomes the old guess.
24 guess = 0.5 * (guess + number / guess) # The new guess.
25 return guess

Best Practice 36 A function which is not unit tested is wrong.

Best Practice 37 A good unit test for a given function should cover both expected as well as
extreme cases. For a parameter, we should test both the smallest and largest possible argument
values, as well as values from its normally expected range.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/my_math_3.py
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Listing 8.14: We use the same small unit test suite given in Listing 8.8 for sqrt in Listing 8.13. (src)
1 """ Testing our third version of the ‘my_math ‘ module."""
2
3 from math import inf , isnan , nan # some float value -checking functions
4
5 from my_math_3 import sqrt # Get our 3rd square root implementation.
6
7 # test_factorial () is omitted for brevity
8
9

10 def test_sqrt () -> None:
11 """ Test the function ‘sqrt ‘ from module ‘my_math_3 ‘."""
12 assert sqrt (0.0) == 0.0 # The square root of 0 is 0.
13 assert sqrt (1.0) == 1.0 # The square root of 1 is 1.
14 assert sqrt (4.0) == 2.0 # The square root of 4 is 2.
15 s3: float = sqrt (3.0) # Get the approximated square root of 3.
16 assert abs(s3 * s3 - 3.0) <= 5e-16 # sqrt (3) 2 should be close to 3.
17 assert sqrt(1e10 * 1e10) == 1e10 # 1e10 2 = 1e10 * 1e10
18 assert sqrt(inf) == inf # The square root of +inf is +inf.
19 assert isnan(sqrt(nan)) # The root of not -a-number is still nan.

Listing 8.15: The output of the successful unit tests in Listing 8.14.
1 $ pytest --timeout =10 --no-header --tb=short test_my_math_3.py
2 ========================== test session starts ==========================
3 collected 1 item
4
5 test_my_math_3.py . [100%]
6
7 =========================== 1 passed in 0.01s ===========================
8 # pytest 8.3.5 with pytest -timeout 2.3.1 succeeded with exit code 0.

Best Practice 38 A good unit test for a function should cover all branches of the control flow
inside the function. If a function does one thing in one situation and another thing in another
situation, then both of these scenarios should have associated unit tests.

Many junior programmers are not aware how important unit testing is. Being able to understand,
design, and use unit tests is one of the most important abilities in software development.

No single factor is likely responsible for SQLite’s popularity. Instead, in addition to
its fundamentally embeddable design, several characteristics combine to make SQLite
useful in a broad range of scenarios. In particular, SQLite strives to be:

[. . . ]
Reliable. There are over 600 lines of test code for every line of code in SQLite [128].

Tests cover 100% of branches in the library. The test suite is extremely diverse, includ-
ing fuzz tests, boundary value tests, regression tests, and tests that simulate operating
system crashes, power losses, I/O errors, and out-of-memory errors. Due to its relia-
bility, SQLite is often used in mission-critical applications such as flight software [127]

— Kevin P. Gaffney, Martin Prammer, Laurence C. Brasfield, D. Richard Hipp,
Dan R. Kennedy, and Jignesh M. Patel [103], 2022

SQLite is the most used Structured Query Language (SQL) DB in the world. It is installed in nearly
every smartphone, computer, web browser, television, and automobile [51, 103, 323]. And its core
developers mark reliability, shown by thorough tests, as one of the four reasons for that.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/test_my_math_3.py
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Listing 8.16: Implementing the probability density function (PDF) of the normal distribution as function
with default argument values. (src)

1 """ The Probability Density Function (PDF) of the Normal Distribution."""
2
3 from math import exp , pi, sqrt
4
5
6 def pdf(x: float , mu: float = 0.0, sigma: float = 1.0) -> float:
7 """
8 Compute the probability density function of the normal distribution.
9

10 :param x: the coordinate at which to evaluate the normal PDF
11 :param mu: the expected value or arithmetic mean , defaults to ‘0.0‘.
12 :param sigma: the standard deviation , defaults to ‘1.0‘
13 :return: the value of the normal PDF at ‘x‘.
14 """
15 s2: float = 2 * (sigma ** 2) # stored for reuse
16 return exp((-((x - mu) ** 2)) / s2) / sqrt(pi * s2) # compute pdf

8.4 Function Arguments: Default Values, Passing them by Name, and
Constructing them

After the brief introduction into unit testing, let us now come to a lighter topic: passing arguments to
functions.We have already seen examples for this. Our gcd function from back in Listing 8.3 has two
parameters a and b and we can invoke it by writing the values of these parameters in parentheses.
gcd(12, 4) will invoke gcd and assign 12 to a and 4 to b .

We can also let parameters have so-called default values. If a parameter has a default value, then
we can either specify the value of the parameter when calling the function or we can simply omit it,
i.e., not assign a value to it. In the latter case, the parameter will then have the default value. From
inside the function, this looks the same as if we passed in the default value.

As a simple example, let us implement the probability density function (PDF) of the normal distri-
bution. You may remember from high school math that this function, let’s call it f , defined as

f(x, µ, σ) =
1√

2πσ2
e

−(x−µ)2

2σ2 (8.2)

Here, µ is the arithmetic mean, i.e., the expected value, of the distribution and σ is its standard
deviation (making σ2 its variance). x is the variable of this function. This function describes typical
bell-shaped curve of the normal distribution as sketched in Figure 8.2. Implementing this function as a,
well, function in Python is straightforward. Listing 8.16 offers the function pdf with three parameters:
x , mu , and sigma , which represent x, µ, and σ.

Now, the two parameters µ and σ of f (respectively mu and sigma of pdf) represent the general
normal distribution. The standard normal distribution has µ = 0 and σ = 1, i.e., is centered around the
mean 0 and has a standard deviation (and variance) of 1. We therefore define the default values for mu
to be 0.0 and for sigma to be 1.0 . This is done directly in the header of the function. Instead of writing
x: float, mu: float, sigma: float , we write x: float, mu: float = 0.0, sigma: float = 1.0 .

In Listing 8.17, we import our new pdf function and use it inside a program. When calling pdf , we
can omit the values of the parameters with default values, in which case they will take on their default
values. For example, invoking pdf(0.0) if equivalent to calling pdf(0.0, 0.0, 1.0) . We also can
specify some of the parameters with default values while omitting others. For instance, the function
call pdf(2.0, 3.0) is the same as pdf(2.0, 3.0, 1.0) . Obviously, we must always specify the first
parameter (x), because it has no default value.

Best Practice 39 Default parameter values must always be immutable.

The default value of a function must always be immutable. If you would pass in, e.g., a list , then the
function could modify the list and the next call to this function would then receive this modified list.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/normal_pdf.py
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Listing 8.17: Using the PDF of the normal distribution implemented in Listing 8.16. (stored in
file use_normal_pdf.py ; output in Listing 8.18)

1 """ Use the Probability Density Function of the Normal Distribution."""
2
3 from normal_pdf import pdf # import our function
4
5 print(f"f(0,0,1) = {pdf (0.0)}") # x is given , default used otherwise.
6 print(f"f(2,3,1) = {pdf(2.0, 3.0)}") # x and mu are given , sigma =1.0.
7 print(f"f(-2,7,3) = {pdf(-2.0, 7.0, 3.0)}") # all three are given.
8 print(f"f(-2,0,3) = {pdf(-2.0, sigma =3.0)}") # x and sigma given.
9 print(f"f(0 ,8 ,1.5) = {pdf(mu=8.0, x=0.0, sigma =1.5)}") # unordered ...

10
11 # We call the function using a dictionary of parameter values.
12 args_dict: dict[str , float] = {"x": -2.0, "sigma": 3.0}
13 print(f"f(-2,0,3) = {pdf(** args_dict)}") # notice the double "*" ("**")
14
15 # We call the function using a tuple of parameter values.
16 args_tup: tuple[float , float , float] = (-2.0, 7.0, 3.0)
17 print(f"f(-2,7,3) = {pdf(* args_tup)}") # notice the single "*"
18
19 # We call the function using a list of values , but leave one default.
20 args_lst: list[float] = [2.0, 3.0]
21 print(f"f(2,3,1) = {pdf(* args_lst)}") # notice the single "*"

↓ python3 use_normal_pdf.py ↓

Listing 8.18: The stdout of the program use_normal_pdf.py given in Listing 8.17.
1 f(0,0,1) = 0.3989422804014327
2 f(2,3,1) = 0.24197072451914337
3 f(-2,7,3) = 0.0014772828039793357
4 f(-2,0,3) = 0.10648266850745075
5 f(0 ,8,1.5) = 1.7708679390146084e-07
6 f(-2,0,3) = 0.10648266850745075
7 f(-2,7,3) = 0.0014772828039793357
8 f(2,3,1) = 0.24197072451914337

Even worse, if the function was to return the list, it could be modified outside of the function. The
behavior of such code could become arbitrarily hard to debug.

Back to business. What would we do if we want to specify the value of the parameter sigma of our
function, but leave mu at its default value? We can do this by passing in values by parameter name:
pdf(-2.0, sigma=3.0) passes in -2.0 for x and 3.0 for sigma . It does not specify any value for mu ,
leaving it at its default value, which renders the call equivalent to pdf(-2.0, 0.0, 3.0) . This passing
in of arguments by specifying parameterName=value also allows us to specify the arguments in arbitrary
order. pdf(mu=8.0, x=0.0, sigma=1.5) is an example of this. Don’t do such things, though.

Listing 8.17 provides also another interesting way to call a function in Python. As we
have established by now, the parameters of a function have names. If we write something like
mu=8.0, x=0.0, sigma=1.5 to assign arguments, this looks very similar to the way we created dic-
tionary constants back in Section 5.4 and Listing 5.26. Calling pdf(-2.0, sigma=3.0) is equivalent to
writing pdf(x=-2.0, sigma=3.0) .

We can create a dictionary with the values {"x": -2.0, "sigma": 3.0} . Let’s call this dictio-
nary args_dict . Can we now somehow pass in these values to pdf? We indeed can: We just have
to write pdf(**args_dict) . Doing this will unpack the dictionary args_dict and pass all the values
under their assigned names in as arguments to their corresponding parameters. pdf(**args_dict) is
thus equivalent to pdf(x=-2.0, sigma=3.0) . Two things are to notice here: First, the double * (called
wildcard, star, or asterisk) before the dictionary, i.e., the ** is telling Python to unpack the dictionary
this way. Second, default argument values still apply here, i.e., mu will have value 0.0 in this function
call.

Similarly, maybe we do not care about the parameter names but want pass them in by position,

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/use_normal_pdf.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/use_normal_pdf.py
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Figure 8.2: A sketch of the probability density function of the normal distribution given in Equation 8.2.

as we have always done in the past. Then, we can construct a sequence, e.g., a list or tuple
with the parameter values. Of course, lists and tuples do not store key-value relationships, only
values at positions. We could create a tuple args_tuple with the value (-2.0, 7.0, 3.0) . Then,
invoking pdf(*args_tuple) will basically fill in the three values in their into the parameters, i.e., will
be equivalent to pdf(-2.0, 7.0, 3.0) . This time, only a single wildcard * is placed before args_tuple .
We can also pass the parameters in by “unpacking” a list. In our example Listing 8.17, we create the
list args_list = [2.0, 3.0] . Calling pdf(*args_list) then is the same as writing pdf(2.0, 3.0) ,
which, in turn, is identical to pdf(2.0, 3.0, 1.0) . Again, parameters with default values do not need
to be supplied.

At first glance, the use of all of the above is not entirely clear. What do we need default parameter
values for? Well, in some cases, you may want to enable a user to “customize” your functions. A
typical example is the plot method of the Axes object provided by popular Matplotlib library. You
will normally provide a sequence of x- and y-coordinates to this function it will draw a line which goes
through all the points specified this way. However, you can also optionally specify a color for the line,
markers to be painted at the points, line dash style, a label, colors and sizes for the markers, a z-order
to be used if multiple lines are drawn, and so on, and so on. The use of default arguments allows the
function call to be relatively simple in most cases, while still allowing the user to do more complex
formatting if need be.

From this example, we can also directly extrapolate a use case for building the arguments of a
function in a dictionary. Imagine that you write an own function that uses one of the plotting methods
of Matplotlib. Let’s say that your function does a plot call where it provides ten parameter values.
However, you have one special case where you need to provide one more parameter, maybe a line
dash style that you otherwise do not need to provide. Then, you could have some if in your code
that branches to do the ten-parameter-call in one case and the eleven-parameter-call in the other.
This means that a rather complex function call appears twice in a very similar manner. If you instead
construct the parameters in a dictionary and in the if branch just add the eleventh parameter if need
be, your code will become much simpler.

8.5 Functions as Parameters or Variables, Callable, and lambdas

We have just learned that we can basically construct a function call by placing the parameter values
into collection objects and then invoke the function by “unpacking” the collection using either * (for
position-based parameters) or ** (for dictionaries). But there is one more interesting thing that we
can do with functions. You see, in Python, all things are objects. References to objects can be stored
by variables or passed in as function arguments. Functions are objects too. This means that we can
also store functions in variables or pass them as argument to other functions!

At first glance, this sounds awfully odd. Why would someone like to pass a function as parameter
to another function? At second glance, there are a wide variety of situations where we would actually
want to do that. Having done so many mathematics-based examples in this book, let’s pick one such
situation arising in maths.

In high school, you have learned about integration and differentiation. A definite integral is the

https://matplotlib.org/stable/api/_as_gen/matplotlib.axes.Axes.plot.html
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Figure 8.3: A sketch of the trapezoid method for approximating definite integrals.

formal calculation of the area under a function, using infinitesimal stripes of the region. The second
fundamental theorem of calculus states: Given a function f(x) which is continuous over the real
interval [a, b] and its antiderivative F (x), the definite integral

∫ b

a
f(x) dx = F (b) − F (a) (where

antiderivative means that F ′ = f). In other words, if we want to get the area beneath f(x) over the
interval [a, b], we would first obtain the antiderivative and then simply calculate F (b)−F (a). Obtaining
the antiderivative involves pen and paper symbolic maths. We cannot really program such maths at this
stage in this book as an example. But we can go back to the original definition of the definite integral,
namely that it equals the area beneath the function obtained by using infinitesimal (read: immeasurably
small) strips of the region.

While we cannot really use “immeasurably small” strips, we could use “fairly small” ones to approxi-
mate the right result. If we have a function f(x), which would obviously be a parameter of our program,
as well as the interval limits a and b, we could divide the range [a, b] into n strips. For each strip, we
could approximate the area beneath f(x), add up the n areas, and have a rough approximation of the
total area. n could be another parameter for our integration approach: The larger n, the smaller will
the strips get, the more accurate should our estimate become (and the longer it will take to get it).

The trapezoid method is one very simple implementation of this idea [87]. As illustrated in Fig-
ure 8.3, it treats the strips as right trapezoids. The baseline of the trapezoid is a piece of the x-axis
with length h = (b − a)/n. Clearly, n ∗ h = b − a and thus, n trapezoids of equal base length form
the range of the x-axis under f(x). The baseline first trapezoid starts right at x = a and extends
to x = a+h. The second trapezoid starts at x = a+h and extends to x = a+ 2h. The last trapezoid
starts at x = a + (n − 1)h and extends to x = a + nh = b. Each trapezoid has two sides meeting
with its baseline in right angles. The length of these sides are the values of f(x) at the corresponding
x-coordinate. The area of the i-th trapezoid is thus h[f(a + (i − 1)h) + f(a + ih)]/2. Summing up
the n areas yields an approximation of the definite integral, as sketched in Figure 8.3.

Each value f(a+ ih) except for i = 0 and i = n appears twice in the sum and each time is halved.
Instead of computing these values twice, dividing them by two, and then adding them, we can simply
compute them only once. Our implementation integrate of this approach, given in Listing 8.19, does
exactly that.

The interesting part of our integrate method, however, is not the approximation of the integral. It
is the header. More precisely, it is the first parameter: f: Callable[[float], float |int] . Callable
is the type hint for anything that can be called, i.e., functions [8]. Like the type hint for lists and tuples,
it can be parameterized following the scheme [186]:

1 Callable [[ parameterType1 ,␣parameterType2 ,␣...],␣resultType]

In other words, inside the Callable[...] , we first provide the list of parameter types, then a comma ,
followed by the return type. f: Callable[[float], float |int] thus states that our function expects,
as first parameter, another function f . f must accept one parameter of type float . Its return type
is float |int , i.e., it should return either a float or int [221]. Notice that the type Callable is
provided by the module typing2, so we need to import it first if we want to use it.

2[8] states that this import is now deprecated and we should use collections.abc.Callable instead. In the
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Listing 8.19: Using the trapezoid method to numerically approximate definite integrals, as sketched in
Figure 8.3. (stored in file integral.py ; output in Listing 8.20)

1 """ Numerical integration using the trapezoid method."""
2
3 from math import pi, sin
4 from typing import Callable
5
6 from normal_pdf import pdf
7
8
9 def integrate(

10 f: Callable [[ float], float | int], a: int | float = 0.0,
11 b: int | float = 1.0, n: int = 100) -> float:
12 """
13 Integrate the function ‘f‘ between ‘a‘ and ‘b‘ using trapezoids.
14
15 :param f: the function to integrate: in float , out float or int
16 :param a: the lower end of the range over which to integrate
17 :param b: the upper end of the range over which to integrate
18 :param n: the number of trapezoids to use for the approximation
19 :return: the approximated integration result
20 """
21 result: float = 0.5 * (f(a) + f(b)) # Initialize with start + end.
22 h: float = (b - a) / n # The base length of the trapezoids.
23 for i in range(1, n): # The steps between start and end.
24 result += f(a + h * i) # Add f(x) between trapezoids.
25 return result * h # Multiply result with base length.
26
27
28 print(f"\u222b1dx|0,1 \u2248 {integrate(lambda _: 1, n=7)}")
29 print(f"\u222bx 2 -2dx| -1,1 \u2248 {integrate(lambda x: x * x - 2, -1)}")
30 print(f"\u222bsin(x)dx|0,\u03C0 \u2248 {integrate(sin , b=pi, n=200)}")
31 print(f"\u222bf(x,0,1)dx| -1,1 \u2248 {integrate(pdf , -1)}")
32 print(f"\u222bf(x,0,1)dx| -2,2 \u2248 {integrate(pdf , -2, 2)}")

↓ python3 integral.py ↓

Listing 8.20: The stdout of the program integral.py given in Listing 8.19.
1

∫
1dx|0,1 ≈ 1.0

2
∫
x 2 -2dx|-1,1 ≈ -3.3332

3
∫
sin(x)dx|0,π ≈ 1.9999588764792162

4
∫
f(x,0,1)dx|-1,1 ≈ 0.6826733605403601

5
∫
f(x,0,1)dx|-2,2 ≈ 0.9544709416896361

Additionally, our integrate function accepts two parameters a and b which must be of
type float |int , i.e., can either be an float or int . Their default values are 0.0 and 1.0 , meaning
that we will integrate over [0, 1] if they are not specified. As final parameter, we expect an integer n ,
by default 100 , which corresponds to the number of trapezoids that we shall use for the approximation.

Let’s now test how well our trapezoid-based integration works. First, let’s compute the definite inte-
gral

∫ 1
0 1 dx. For this purpose, we need to pass the function f(x) = 1 as the f parameter of integrate .

We could do this by writing:

1 def␣const_1(x:␣float)␣->␣float:
2 ␣␣␣␣return␣1.0

or

past, this created some errors for me, so for now we stick with using typing .

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/integral.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/functions/integral.py
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Listing 8.21: The results of static type checking with Mypy of the program given in Listing 8.19.
1 $ mypy integral.py --no-strict -optional --check -untyped -defs
2 Success: no issues found in 1 source file
3 # mypy 1.15.0 succeeded with exit code 0.

1 def␣const_1(_:␣float)␣->␣float:
2 ␣␣␣␣return␣1.0

where the _ indicates that we are actually going to ignore this parameter (see Best Practice 27). We
could then invoke integrate(const_1) .

However, there also is a more compact way to specify functions that we are only going to use once:
The so-called lambdas [164], which have the structure

1 lambda␣param1 ,␣param2 ,␣...:␣return␣value

Due to the : in the notation, we cannot annotate lambdas with type hints. As a lambda expression
is very small and only used once, this does not pose a serious problem. Either way, since we need one
parameter for our 1-returning-function and since we do not care about the value of this parameter, we
can simply write:

1 integrate(lambda␣_:␣1.0)

lambdas are functions that we only want use in a single place. This is clearly the case for a function that
ignores its parameter and always returns 1.0 . So we pass this expression into our integrate function
as value of the parameter f .

Obviously, the area under the constant function 1 over the range [0, 1] is also 1. Using n=7
trapezoids, we get exactly this result. In the output of our program, we write

∫
1dx|0,1 where the |0,1

denotes the limits [0, 1] of the interval over which we integrate (and we use the unicode escape "\u222b"
to represent the

∫
character in the f-strings).

Having passed this simple sanity test, let’s try to compute the beneath under the function g(x) =

x2 − 2 over the interval [−1, 1], i.e.,
∫ 1
−1 x

2 − 2 dx. The antiderivative of g(x) is G(x) = 1
3x

3 − 2x+ c

and G(1)−G(−1) = [ 13 −2]− [− 1
3 +2] = 2

3 −4 = −3 1
3 = −3.3. We pass the function g(x) as lambda

expression into our integrate function by writing lambda x: x*x - 2 . We also need to specify a value
for the parameter a , namely -1 . Using the default value of n=100 steps, our method returns -3.3332 ,
which is fairly close to −3.3.

Let us now integrate the sinus function over the interval [0, π]. We can import sin from the
math module and pass it into our function for f . We also need to specify b = pi , which we, too,
have imported from math . This time, we use n = 200 trapezoids to approximate the definite integral.
The antiderivative of sinx is − cosx + c, so the expected output would be [− cosπ] − [− cos 0] =
[−(−1)]− [−1] = 2. Indeed, our function delivers about 1.99996, which is, again, fairly close.

Let us, as final example, also integrate the probability density function (PDF) of the normal dis-
tribution. We implemented this function and called it pdf back in Listing 8.16, so we just need to
import it from there. Notice that this function actually had three parameters, x , mu , and sigma . The
latter two had the default values mu = 0.0 and sigma = 1.0 . If these values are used, the function
computes the PDF of the standard normal distribution.

Interestingly, although we demand that the function supplied to integrate should only have one
parameter, we can still pass in pdf due to its second and third parameter being optional. Even Mypy
accepts this function as valid parameter, as its output (or better, the lack of it) in Listing 8.21 suggests.

The standard normal distribution has standard deviation σ = 1 and mean µ = 0. If we integrate
it over the interval [−1, 1], we basically compute the probability that a standard normally distributed
random variable X is drawn from the interval [µ − σ, µ + σ], i.e., from within one standard deviation
from the mean. As you may still know from high school math, this probability is roughly 68.26%.



CHAPTER 8. FUNCTIONS 140

Similarly, the probability that such a random variable is sampled from within [−2, 2], i.e., not more
than two standard deviations away from the mean, is about 95.44%. The output of our little integrator
function in Listing 8.20 fits perfectly to this.

As a final clarification, let us mention that trapezoid-based approximation of definite integrals is by
no means the best approach. Others, like Simpson’s rule, are much better [87]. Still, as an example of
functions that work on other functions, it was suitable.

8.6 Summary

Functions are the central building block needed to create modular code. They allow us to put code into
units with clearly defined interfaces. The input of a function are its parameters (if any). The output
is its return value (if any). Both parameters and return value can be annotated with type hints. The
description of what the function does as well as what the parameters and the return value mean, goes
into the docstring.

This clear definition and separation from the rest of the code has several advantages. First, multiple
programmers can work together on a project. They can work on different functions, which we can place
into different modules (Python files). If we did not have functions available, this would be impossible.

Second, by using proper type hints for the function parameters and return value as well as proper
docstrings, the behavior of functions is easier to understand by fellow programmers. Type checkers like
Mypy can also verify whether functions are called with correct parameters more easily. The code does
not just become more modular, but easier to maintain. It can be checked by static code analysis tools
as well.

Third, functions allow us to reuse pieces of code in different locations. If we want to compute the
definite integral of two different functions, we do not have to implement two routines for integration.
We can make one and use it in two different locations.

Fourth, if we have a code with clearly defined input and output that exists in isolation from other
code, then we can test this code in isolation as well. It may be extremely difficult to test a complete
program. However, it may be rather straightforward to test a small function. Unit tests, for example
using the pytest framework, allow us to do just that. It is also not hard to imagine that unit tests can
compound our trust into our code: In the previous sections, we developed a function pdf for computing
the probability density function of the normal distribution and a function integrate for approximating
definite integrals. Assume that we properly unit tested these two functions and shown for both of them
that they produce the expected results for a wide range of different inputs. It would be easy to see that
this then would also give us a certain confidence that using integrate to compute a definite integral
over a certain input range of pdf should be correct, too. This could be verified with some additional
unit tests. Working our way up from testing small components to larger and larger building blocks of
an application gives us a good chance to have only few bugs in the final product.

These are a lot of advantages of using functions. But functions in Python also come with lots of
nice features as well.

For example, we can specify default values for function parameters. This allows us to create
functions that can be invoked using only few arguments in the normal case and that can be customized
with more parameters in special cases. Since functions themselves are objects, they can be stored in
variables and parameters as well. The proper type hint for such variables or parameters is defined using
the Callable type. Functions that accept Callables as parameter can also accept lambdas . lambdas
are an abbreviated way to define functions, usually in a single line and only for a single use.



Chapter 9

Exceptions

So far, we have mainly focused on writing correct code. We try to create code that is free of errors.
When we execute our programs, then there are at least two things that can go wrong. On one

hand, we can never really be sure that our program code is free of programming mistakes. The larger
a project gets, the more likely it is that there are some bugs hidden somewhere in the code. Thorough
unit testing can reduce the likelihood of bugs, but it cannot entirely prevent them.

On the other hand, our programs do not exist all by themselves in a vacuum. They receive input,
maybe from files, maybe from the user, maybe from sensors. This input may be wrong.

Coarsely, we can group both kinds of problems together as situations that were not anticipated,
that are exceptions from the intended program flow. We already have encountered such situations. For
example, trying to access a character of a string at an index greater than or equal to the length of
the string will lead to an IndexError , as we saw in Section 3.5.1. The attempt to modify an element
of a tuple is punished with a TypeError in Section 5.2. Back in Section 3.3.5, we saw that trying
to compute something like (10 ** 400)* 1.0 will yield an OverflowError , as the integer 10400 is too
large to be converted to a float during the multiplication with 1.0 .

Clearly, some of these errors may result from programming mistakes. But they could just as well
result from invalid data being entered in the input of the program.

9.1 Introduction

When we create a new function or program, we have to face the question: What should we do if we
receive incorrect input? We can imagine three different approaches:

1. We simply ignore the issue. If the input of our program or function is faulty, then the output
will be wrong, too. This is often called Garbage In–Garbage Out (GIGO) [215]. Converting the
integer 10 ** 400 to a float could just yield inf , for example.

2. We try to sanitize the input. For example, our factorial function in Listing 8.1 expects an
integer as input. If someone were to pass in the floating point value 2.4 instead, we could round
it to 2 and return the result. Matter of fact, our sqrt function implemented in Listing 8.10
returns 0.0 if we pass in a negative number.

3. We can guard the function by raising an Exception [105, 185, 252].

The latter is what Python does in the examples mentioned initially: While it could simply ignore if we
try to overwrite an element of a tuple , it instead raises an TypeError , for example. Personally, I am
also a fan of this approach.

If we would follow the GIGO paradigm, then faulty data will propagate. Maybe the output of our
function is fed as input into another function, whose output is then piped into another function, and
so on. An error could then will lead to some crash down the line. If functions that are written under
the assumption that GIGO is OK are paired with such that perform input sanitization, errors could
remain unnoticed. The erroneous results could then become part of some actual, real-life decisions and
designs. And even if found out, it will be extremely hard to discover where things went wrong in the
long chain of computations and function calls.

141
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Input sanitization could cover some error that happened earlier. This could even cause more er-
rors, because it will allow other programmers to call our code with wrong values. Input sanitization
encourages sloppy programming.

This leaves raising an Exception . But what does that actually mean? Raising an Exception means
two things:

1. We store information about the error and information about the current execution state (current
line of code and the function call hierarchy) in an object (the Exception).

2. The control flow immediately leaves the currently executed block of instructions as well as all
calling blocks or functions. It jumps up in the call hierarchy until reaching code that handles
the raised exception. If no such code exists, the current process is terminated with an exit code
different from 0 .

In other words, raising an exception is a way to exit the current control flow and to signal an error that
must either explicitly be handled by code or will lead the process to terminate. In my opinion, this is
the best way to handle incorrect input or other erroneous situations for several reasons:

1. It clearly and explicitly shows that an error has happened, where it happened, when it happened,
and, to some degree, why it happened. This makes it much easier to find out whether the error
is caused by invalid input or by a programming mistake.

2. It prevents GIGO from occurring. Thus, it prevents a faulty situation or corrupted data from
propagating out of the current context. If an error occurs, this the raised exception takes down
the current path of execution and this stops the contaminated control flow.

3. It forces programmers to explicitly deal with the error condition. An error cannot be simply
ignored. Indeed, someone who calls our code might write code that ignores or discards the
Exceptions that we raised. But they have to do so explicitly in their code. Thus, they have
to intentionally deal with the possible error condition. It cannot happen that an error gets
overlooked. An exception that is not handled will lead to the termination of the process.

4. One might argue: “But what if the process crashes because an exception is not handled?” The
answer may be: What is worse? That an error causes the current process to crash unexpectedly
or that all future results after the error are wrong and, even worse, are wrong unnoticed?

Best Practice 40 Errors should not be ignored and input should be sanitized. Instead, the
input of our functions should be checked for validity (where reasonable). Exceptions should
be raised as early as possible if any unexpected situation occurs.

9.2 Raising Exceptions

Let us now first look at an example of how we can signal an error condition in our code. For this purpose,
we re-visit the square root function that sqrt we implemented back in Listing 8.10 in Section 8.3. In
that implementation, we realized that certain input values such as inf , -inf , nan , and 0.0 deserve
special treatment. We also found that nothing could stop a user to pass a negative number as input to
our sqrt implementation. We did not yet have any means to deal with nonsense in a reasonable way,
so we decided to just return 0.0 in that case.

Obviously, this is a bad idea because passing a negative number to sqrt can only mean two things:
Either the programmer who did that does not know that a square root is. Or the negative input came
as the result from another computation and that computation somehow was wrong. In the first case,
we should somehow make it explicit to the programmer that the square root of a negative number
is not defined and that they should question their approach to mathematics. In the second case, we
should rather stop the computation right there and then before the incorrect results propagate and do
some damage elsewhere. In both cases, returning 0.0 is not a good idea.

Instead, we want to signal this error explicitly. Our function should raise an exception. We therefore
create a new implementation of sqrt in Listing 9.1. Before writing the actual Python code, we will
express the new behavior in the docstring of our function:
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Listing 9.1: A new variant of the sqrt function from back in Listing 8.10 that raises an ArithmeticError
if its input is non-finite or negative. (src)

1 """A ‘sqrt ‘ function raising an error if its result is not finite."""
2
3 from math import isfinite # A function that checks for ‘inf ‘ and ‘nan ‘.
4
5
6 def sqrt(number: float) -> float:
7 """
8 Compute the square root of a given ‘number ‘.
9

10 :param number: The number to compute the square root of.
11 :return: A value ‘v‘ such that ‘v * v == number ‘.
12 :raises ArithmeticError: if ‘number ‘ is not finite or less than ‘0.0‘
13 """
14 if (not isfinite(number)) or (number < 0.0): # raise error
15 raise ArithmeticError(f"sqrt({number}) is not permitted.")
16 if number <= 0.0: # Fix for the special case ‘0‘:
17 return 0.0 # We return 0; for now , we ignore negative values.
18 if not isfinite(number): # Fix for case ‘+inf ‘ and ‘nan ‘:
19 return number # We return ‘inf ‘ for ‘inf ‘ and ‘nan ‘ for ‘nan ‘.
20
21 guess: float = 1.0 # This will hold the current guess.
22 old_guess: float = 0.0 # 0.0 is just a dummy value != guess.
23 while old_guess != guess: # Repeat until nothing changes anymore.
24 old_guess = guess # The current guess becomes the old guess.
25 guess = 0.5 * (guess + number / guess) # The new guess.
26 return guess

Best Practice 41 Any function that may raise an exception should explain any excep-
tion that it explicitly raises in the docstring. This is done by writing something like
:raises ExceptionType: why where ExceptionType is to be replaced with the type of the
exception raised and why with a brief explanation why it will be raised.

In our case, any input x for which
√
x would be either undefined or not finite should lead to an error.

Since this error is of arithmetic nature, we will raise an ArithmeticError . Our docstring therefore
contains the line :raises ArithmeticError: if ‘number‘ is not finite or less than ‘0.0‘ . Any
other programmer using our code therefore can easily see what kind of Exceptions our code could
raise.

In the new sqrt implementation Listing 9.1 we first check whether either not isfinite(number) or
number < 0.0 holds. The isfinite function is offered by the math module and returns True if its argu-
ment is either inf , -inf , or nan . The complete expression becomes True if the input of the function is
not finite or negative. We thus check whether the output of the sqrt function would not be a finite num-
ber. If this is indeed the case, we raise ArithmeticError(f"sqrt({number})is not permitted.") .

raise is the keyword used to, well, raise an exception, i.e., to signal an error. ArithmeticError
then creates the object with the information about the exception. We can pass a string as parameter
to this function, and we here chose to pass in an f-string which contains the value of the number with
which our sqrt function was called. This line of code will force the control flow to immediately exit
our sqrt function. The Exception object “raises” up until it is either caught (which we discuss later)
or the process itself is terminated.

The latter can be observed in Listing 9.2. In the program, we iteratively apply our new sqrt
function to the values inside a tuple using a for loop. We write the results of these computations
to the stdout using f-string and print .1 The first five numbers are fine and sqrt returns the proper

1The flush=True parameter passed to print forces the output to be immediately written and not cached. This
is only useful to keep the output in order in this example, because the stdout and stderr are captured and presented in
Listing 9.3 and the order of the text could otherwise get mixed up.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/sqrt_raise.py
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Listing 9.2: Using the new variant of the sqrt function from Listing 9.1 that raises an ArithmeticError
if its input is non-finite or negative. (stored in file use_sqrt_raise.py ; output in Listing 9.3)

1 """ Using the sqrt function which raises errors."""
2
3 from math import inf , nan # Import infinity and not -a-number from math.
4
5 from sqrt_raise import sqrt # Import our sqrt function.
6
7 # Apply our protected square root function to several values.
8 for number in (0.0, 1.0, 2.0, 4.0, 10.0, inf , nan , -1.0):
9 # We get an error when reaching ‘inf ‘.

10 print(f"\u221A{number}\u2248{sqrt(number)}", flush=True)
11
12 print("The program is now finished.") # We never get here.

↓ python3 use_sqrt_raise.py ↓

Listing 9.3: The stdout and stderr as well as the exit code of the program use_sqrt_raise.py given
in Listing 9.2.

1
√
0.0≈0.0

2
√
1.0≈1.0

3
√
2.0≈1.414213562373095

4
√
4.0≈2.0

5
√
10.0≈3.162277660168379

6 Traceback (most recent call last):
7 File "{...}/ exceptions/use_sqrt_raise.py", line 10, in <module >
8 print(f"\ u221A{number }\ u2248{sqrt(number)}", flush=True)
9 ^^^^^^^^^^^^

10 File "{...}/ exceptions/sqrt_raise.py", line 15, in sqrt
11 raise ArithmeticError(f"sqrt({ number }) is not permitted .")
12 ArithmeticError: sqrt(inf) is not permitted.
13 # ’python3 use_sqrt_raise.py ’ failed with exit code 1.

results. However, the latter three numbers, inf , nan , and -1.0 all would cause an error.

We collect the output of the program in Listing 9.3. As can be seen, for 0.0 , 1.0 , 2.0 , 4.0 , and
10.0 , the results are printed as anticipated. However, when the for loop reaches inf , the program is
terminated an the so-called stack trace is written to the output.

It begins with the line Traceback (most recent call last): . In the first line following this text,
the source code file and the index of the line in that file where the exception was originally raised are
printed. Notice that the actual path to the files will be different depending on where the source code
of the examples is located. We replaced the variable part of the path with “{. . . }”. The remaining
part of the path, exceptions/use_sqrt_raise.py , clearly points out the calling program as the culprit
Listing 9.2. We already took a glimps on how useful the stack trace is back in Section 4.2. Indeed, the
following line of text identifies that instruction in Listing 9.2 that caused the error and even marks the
offending function invocation by underlining it with ^^^^^^^^^^^^ . Below that, we get to see the context
of our sqrt function: First, the path to its module is given (ending in exceptions/sqrt_raise.py)
and it is pointed out that the exception was raised in line 15. This line of code is then also given, and
it indeed is the one starting with raise ArithmeticError . The stack trace therefore shows us exactly
where the error happened and from where the code causing the error was called.

After the stack trace, we can see information about the error printed that we passed in:
ArithmeticError: sqrt(inf)is not permitted. We made this message by ourselves using an f-string
when raising the exception. We did this so that it tells the user that sqrt was called with the argument
inf that we did not permit.

The above information allows us to pretty much identify the source of the problem. It shall be
stated here that new programmers often ignore the stack trace. They see that a program produces and
error and then try to figure out why by looking at their code. They often do not read the stack trace
or the error information below it.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/use_sqrt_raise.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/use_sqrt_raise.py
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Best Practice 42 The stack trace and error information printed on the Python console in case
of an uncaught exception are essential information to identify the problem. They should always
be read and understood before trying to improve the code. See also Best Practice 9.

In our original tuple of inputs that we iteratively passed to sqrt , the last three elements are inf , nan ,
and -1.0 . The call to sqrt with inf as argument was performed and failed. After that, no further
output has been generated. Indeed, the control flow has left the for loop and the process has been
terminated with exit code 1, as the output in Listing 9.3 shows.

Terminating the process may seem rash, but it is not. If a programmer used our sqrt function
incorrectly, then this will force them to fix their error. If the input inf was the result of corrupted
data, another erroneous computation, or an input mistake by the user, then terminating the program
prevented this error from propagating. For both scenarios, the stack trace and error output gives clear
information about what went wrong and where.

9.3 Handling Exceptions

Of course, we do not want that all possible unexpected error conditions will immediately terminate
our process. For example, maybe we programmed a program for painting a picture, the user painted
a picture and wants to store it, but enters a wrong destination. It would be annoying if the program
would immediately crash. In this section, we discuss how errors can be handled. We use examples that
are specifically constructed to cause certain errors to illustrate how we can deal with them.

9.3.1 The try. . . except Block

The try-except clause exists as primary approach to recover from errors. We place the code that may
raise an exception into an indented block that is prefixed by try: . After this block, we write the handlers
for specific exception types. For example, if we assume that a block could raise an ArithmeticError ,
we could write except ArithmeticError as ae: . The code inside this except block would be executed
if and only if indeed an ArithmeticError was raised somewhere in the try block. In this case, the
ArithmeticError would be available as local variable ae in this block. Of course, multiple different
types of Exceptions may be raised, so we can have multiple except blocks. This looks like this:

1 try:␣␣#␣Begin␣the␣try -except␣block.
2 ␣␣␣␣#␣Code␣that␣may␣raise␣an␣exception␣or␣that
3 ␣␣␣␣#␣calls␣a␣function␣that␣may␣rise␣one.
4 except␣ExceptionType1␣as␣ex1:␣␣#␣One␣exception␣type␣that␣can␣be␣caught.
5 ␣␣␣␣#␣Code␣the␣handles␣exceptions␣of␣type␣ExceptionType1.
6 except␣ExceptionType2␣as␣ex2:␣␣#␣Another␣exception␣type␣(optional).
7 ␣␣␣␣#␣Code␣the␣handles␣exceptions␣of␣type␣ExceptionType2␣that␣are␣not
8 ␣␣␣␣#␣instances␣of␣ExceptionType1.
9

10 next␣statement␣␣#␣Executed␣only␣if␣there␣are␣no␣uncaught␣Exceptions.

Let us now try the try-except block. Back in Section 3.5.1, we learned that text strings offer the
method r.find(s) that searches a string s inside r and returns the first index where it is encountered.
If s cannot be found in r , -1 is returned instead. There exists a very simply operation r.index(s) ,
which works exactly like find , but instead of returning -1 , it will raise a ValueError if s cannot be
found in r . This is quite useful in cases where we know that s must be contained in r and if it is not,
then that is an error.

In Listing 9.4, we explore this behavior. Our string r is "Hello World!" . In the try-block, we place
a for loop which lets a variable s iteratively take on three values. In its first iteration, s = "Hello"
and r.index(s) will yield 0 . This is printed to the output. In the second iteration, s = "world" ,
which cannot be found since searching in strings is case-sensitive. r.index(s) will therefore raise an
exception.

The except block after the try block is executed if anywhere inside the try block a ValueError
is raised. In this case, this ValueError becomes available in variable ve . In this block, we simply print
the error.
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Listing 9.4: The index function of a string raises a ValueError if it cannot find the given substring.
Here we catch this error in a try . . .except block. (stored in file try_except_str_index.py ; output
in Listing 9.5)

1 """ Demonstrate ‘try ... except ‘ by looking for text in a string."""
2
3 r: str = "Hello World!" # This is the string we search inside.
4
5 try: # If this block raises an error , we continue at ‘except ‘.
6 for s in ["Hello", "world", "!"]: # The strings we try to find.
7 print(f"{s!r} is at index {r.index(s)}.")
8 except ValueError as ve: # ValueError is raised if ‘s‘ isn’t in ‘text ‘.
9 print(f"Error: {ve}") # Error , as "world" is not in "Hello World !".

10
11 print("The program is now finished.") # We get here after except block.

↓ python3 try_except_str_index.py ↓

Listing 9.5: The stdout of the program try_except_str_index.py given in Listing 9.4.
1 ’Hello ’ is at index 0.
2 Error: substring not found
3 The program is now finished.

After the block, we print "The program is now finished." . This code is executed only if no
uncaught exception has left the try-except block. The output of the program given in Listing 9.5
shows that this is indeed the case: We first get the results of the successful search for "Hello" , followed
by the output for the failed search. The last line then is The program is now finished.

Notice that the third value in the loop, "!" , never gets assigned to the variable s . The try
block is immediately terminated as soon as any exception occurs. If the exception can be handled
by a corresponding except block, then this block is executed. Otherwise, the whole process will be
terminated. Either way, even if a fitting except block exists, the code after the failing instruction in
the try block will not be executed.

While we can catch and handle Exceptionss , it is important to only handle reasonable errors. For
example, suppose your program should be writing text to a file. It is totally acceptable that this may
fail for a variety of file system related reasons, like insufficient space on the device, an access rights
violation, or an incorrect file name. Such errors may be handled with a corresponding except block
and reasonable actions may be taken. If, on the other hand, a ZeroDivisionError would occur during
our attempt to write the file, then this indicates that something else went really wrong. Such an error
is not OK in this context. So we should only try to catch errors that are meaningful and that we
anticipate in a given context. Any other error should indeed cause our program to crash, to prevent
more problems later. A crashed program is the clearest indicator to the user that something is wrong
and that actions on their side are required, after all.

Best Practice 43 Only Exceptions should be caught by except blocks that we can mean-
ingfully handle. The except block is not to be used to just catch any exception, to implement
GIGO, or to try to sanitize erroneous input.

In Listing 9.6, we revisit our new sqrt function. This function will raise an ArithmeticError if its

argument is non-finite or negative. This time, we want to compute
√

1
0 and thus aim to store the result

of sqrt(1 / 0) in a variable sqrt_of_1_div_0 . We first declare the variable as a float . Then, in a
try-except block, we perform the actual computation: sqrt_of_1_div_0 = sqrt(1 / 0) . Knowing
that sqrt might raise an ArithmeticError , we provide a corresponding except block. However, we
also know that 1 / 0 looks a bit dodgy, as we also try to intercept a potential ZeroDivisionError
error. As you can see, we can have two independent except clauses.

So, which one will be executed? Certainly, 1
0 is not finite, so sqrt will raise an exception. Then

again, 1
0 cannot be computed at all, so maybe we get a ZeroDivisionError error instead? We find

that the except block for ZeroDivisionError is executed. The reason is that in order to invoke

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_str_index.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_str_index.py
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Listing 9.6: The handling of multiple errors, namely ZeroDivisionError and ArithmeticError , as well
as what happens if a variable remains unassigned due to an error (a NameError is raised). (stored in
file try_multi_except.py ; output in Listing 9.7)

1 """ Demonstrate ‘try ... except ‘ with multiple exceptions and NameError."""
2
3 from sqrt_raise import sqrt # Import our sqrt function.
4
5 sqrt_of_1_div_0: float # Declare this variable , but do not assign it.
6
7 try: # If this block raises an error , we continue at ‘except ‘.
8 # sqrt_of_1_div_0 only gets assigned if sqrt(1 / 0) succeeds ...
9 sqrt_of_1_div_0 = sqrt(1 / 0) # Which error will this produce?

10 except ZeroDivisionError as de: # A division by zero?
11 print(f"We got a division -by-zero error: {de}.", flush=True)
12 except ArithmeticError as ae: # Or an ArithmeticError?
13 print(f"We got an arithmetic error: {ae}.", flush=True)
14
15 print("Now we try to print the value of sqrt_of_1_div_0.", flush=True)
16 print(sqrt_of_1_div_0) # Does not work: sqrt_of_1_div_0 is not assigned
17 print("The program is now finished.") # We never get here.

↓ python3 try_multi_except.py ↓

Listing 9.7: The stdout and stderr as well as the exit code of the program try_multi_except.py
given in Listing 9.6.

1 We got a division -by-zero error: division by zero.
2 Now we try to print the value of sqrt_of_1_div_0.
3 Traceback (most recent call last):
4 File "{...}/ exceptions/try_multi_except.py", line 16, in <module >
5 print(sqrt_of_1_div_0) # Does not work: sqrt_of_1_div_0 is not

↪→ assigned
6 ^^^^^^^^^^^^^^^
7 NameError: name ’sqrt_of_1_div_0 ’ is not defined
8 # ’python3 try_multi_except.py ’ failed with exit code 1.

sqrt(1 / 0) , the Python interpreter must first compute the result of 1 / 0 . This computation raises
ZeroDivisionError and sqrt is never called.

This leads us to the question: If sqrt is never called, then what will be assigned to sqrt_of_1_div_0?
The answer is: Nothing. In order to perform the assignment, we would need the result of sqrt(1 / 0) .
But since this result never becomes available, the assignment is never performed.

This means that when we try to print(sqrt_of_1_div_0) after the try-except block, the value
of sqrt_of_1_div_0 is undefined. The variable sqrt_of_1_div_0 never really received any value at
all. Trying to access it will raise a NameError . While we did declare it, the Python interpreter does
not know this variable yet, as it does not have a value. Our program will terminate, because the
NameError is never caught anywhere. Instead, the stack trace and error information will be printed in
Listing 9.7.

Best Practice 44 If an exception is raised, be aware that the control flow will immediately
leave the current block. The statement in which the exception was raised will not be completed
but aborted right away. Therefore, no variable assignments or other side-effects can take place
anymore and it is possible that variables remain undefined.

9.3.2 Exceptions in Exception Handlers

What happens if an exception is raised inside an except block? In Listing 9.8, we try to compute
sqrt_of_1_div_0 = sqrt(1 / 0) twice. First in the try block, exactly as in Listing 9.6 and then again

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_multi_except.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_multi_except.py
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Listing 9.8: An example of Exceptions being raised inside an except block. (stored in
file try_except_nested_1.py ; output in Listing 9.9)

1 """ Demonstrate ‘try ... except ‘ with an exception raised in ‘except ‘."""
2
3 from sqrt_raise import sqrt # Import our sqrt function.
4
5 sqrt_of_1_div_0: float # Declare this variable , but do not assign it.
6
7 try: # If this block raises an error , we continue at ‘except ‘.
8 # sqrt_of_1_div_0 only gets assigned if sqrt(1 / 0) succeeds ...
9 sqrt_of_1_div_0 = sqrt(1 / 0) # This produces a ZeroDivisionError.

10 except ZeroDivisionError as de: # Catch an ZeroDivisionError.
11 print(f"We got a division -by-zero error: {de}.", flush=True)
12 sqrt_of_1_div_0 = sqrt(1 / 0) # Let’s try it again!
13
14 print("Now we try to print the value of sqrt_of_1_div_0.", flush=True)
15 print(sqrt_of_1_div_0) # Does not work: sqrt_of_1_div_0 is not assigned
16 print("The program is now finished.") # We never get here.

↓ python3 try_except_nested_1.py ↓

Listing 9.9: The stdout and stderr as well as the exit code of the program try_except_nested_1.py
given in Listing 9.8.

1 We got a division -by-zero error: division by zero.
2 Traceback (most recent call last):
3 File "{...}/ exceptions/try_except_nested_1.py", line 9, in <module >
4 sqrt_of_1_div_0 = sqrt(1 / 0) # This produces a ZeroDivisionError.
5 ~~^~~
6 ZeroDivisionError: division by zero
7
8 During handling of the above exception , another exception occurred:
9

10 Traceback (most recent call last):
11 File "{...}/ exceptions/try_except_nested_1.py", line 12, in <module >
12 sqrt_of_1_div_0 = sqrt(1 / 0) # Let ’s try it again!
13 ~~^~~
14 ZeroDivisionError: division by zero
15 # ’python3 try_except_nested_1.py ’ failed with exit code 1.

in the except block that handles the ZeroDivisionError that this will cause. So inside an except
block for handling ZeroDivisionErrors , another ZeroDivisionError will be raised.

The result is shown in Listing 9.9: The except block is terminated immediately and text is written to
the stderr indicating why. While we handled the original ZeroDivisionError , another error occurred.
The output first presents the stack trace of the exception that we were handling. It then informs us
that During handling of the above exception, another exception occurred: . Then it prints the
stack trace of the new exception that occurred inside the except block. Since there is no code for
handling this error, our process terminates with exit code 1.

It is of course possible that an error that we normally can handle may cause another error. Therefore,
like any other Python code blocks, we can also nest try-except blocks. Listing 9.10 shows exactly
this. By placing the second sqrt invocation located in the except block into yet another try-except
block, we can catch the ZeroDivisionError error.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_nested_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_nested_1.py
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Listing 9.10: An example of nested try-except blocks, as an improvement over Listing 9.8. (stored in
file try_except_nested_2.py ; output in Listing 9.11)

1 """ Demonstrate nested ‘try...except ‘ blocks."""
2
3 from sqrt_raise import sqrt # Import our sqrt function.
4
5 sqrt_of_1_div_0: float # Declare this variable , but do not assign it.
6
7 try: # If this block raises an error , we continue at ‘except ‘.
8 # sqrt_of_1_div_0 only gets assigned if sqrt(1 / 0) succeeds ...
9 sqrt_of_1_div_0 = sqrt(1 / 0) # This produces a ZeroDivisionError.

10 except ZeroDivisionError as de: # Catch an ZeroDivisionError.
11 print(f"We got a division -by-zero error: {de}.", flush=True)
12 try: # Nesting try -except blocks is totally fine.
13 sqrt_of_1_div_0 = sqrt(1 / 0) # Let’s try it again!
14 except ZeroDivisionError as de: # Another ZeroDivisionError?
15 print(f"Yet another division -by -zero error: {de}.", flush=True)
16
17 print("The program is now finished.") # This time , we do get here.

↓ python3 try_except_nested_2.py ↓

Listing 9.11: The stdout of the program try_except_nested_2.py given in Listing 9.10.
1 We got a division -by-zero error: division by zero.
2 Yet another division -by-zero error: division by zero.
3 The program is now finished.

9.3.3 The try. . . except. . . else Block

What can we do if we need the result of a computation inside a try block but only can use it if the try
block completely succeeds? One possible solution in such a situation is the try-except-else block.
The difference to the try-except block is only that an else block follows, which is executed if and
only if no exception occurred.

1 try:␣␣#␣Begin␣the␣try -except␣block.
2 ␣␣␣␣#␣Code␣that␣may␣raise␣an␣exception␣or␣that
3 ␣␣␣␣#␣calls␣a␣function␣that␣may␣rise␣one.
4 except␣ExceptionType1␣as␣ex1:␣␣#␣One␣exception␣type␣that␣can␣be␣caught.
5 ␣␣␣␣#␣Code␣the␣handles␣exceptions␣of␣type␣ExceptionType1.
6 #␣...␣maybe␣more␣‘except ‘␣blocks
7 else:
8 ␣␣␣␣#␣Code␣executed␣if␣and␣only␣if␣no␣Exception␣occurred.
9

10 next␣statement␣␣#␣Executed␣only␣if␣there␣are␣no␣uncaught␣Exceptions.

In Listing 9.12, we present an example of the try-except-else block. The example is structured a

bit similar to Listing 9.6. We again use our own sqrt function, this time attempting to compute
√

1
0

and then
√

3, each within its own block. Back in Listing 9.6, we got a NameError because we wanted
to access the value of a variable that we assigned in the try block. The try block failed. While we
did catch and process the ZeroDivisionError in an except block, the variable was never assigned. So
accessing the variable later cause the error.

This time, we place the code for accessing the variables into else blocks. These blocks are only
executed if the try block succeeds. Hence, the variables are guaranteed to be exist and have values

properly assigned to them if the else blocks are reached. In case of
√

1
0 , the else block is not reached.

In case of
√

3, it is and its corresponding print instruction is executed. Listing 9.12 shows that this
program can properly finish.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_nested_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_nested_2.py
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Listing 9.12: An example of the try-except-else block which is structured a bit similar to Listing 9.6
but avoids the NameError by placing the access to the variables into the else blocks. (stored in
file try_except_else.py ; output in Listing 9.13)

1 """ Demonstrate ‘try ... except ..else ‘."""
2
3 from sqrt_raise import sqrt # Import our sqrt function.
4
5 sqrt_of_1_div_0: float # Declare this variable , but do not assign it.
6
7 try: # If this block raises DivisionByZero , we continue at ‘except ‘.
8 sqrt_of_1_div_0 = sqrt(1 / 0) # This is a DivisionByZero!
9 except ZeroDivisionError as de: # We catch and print the ZeroDivisionError

↪→ .
10 print(f"We got a division -by-zero error: {de}.", flush=True)
11 else: # This code is not executed because an exception occurred.
12 print(f"\u221A (1/0)\u2248{sqrt_of_1_div_0}") # Never reached.
13
14 sqrt_3: float # Declare this variable , but do not assign it.
15 try: # If this block raises ArithmeticError , we continue at ‘except ‘.
16 sqrt_3 = sqrt (3.0) # This will work just fine and raise no error.
17 except ArithmeticError as ae: # Or an ArithmeticError?
18 print(f"We got an arithmetic error: {ae}.", flush=True) # Not done.
19 else: # This code is executed because no exception occurs.
20 print(f"\u221A3\u2248{sqrt_3}") # Always executed.
21
22 print("The program is now finished.") # We do get here.

↓ python3 try_except_else.py ↓

Listing 9.13: The stdout of the program try_except_else.py given in Listing 9.12.
1 We got a division -by-zero error: division by zero.
2

√
3≈1.7320508075688772

3 The program is now finished.

9.3.4 The try. . . finally Block

We do know that errors may occur in a piece of code. These may be errors that we can reasonably
expect to potentially happen. Such errors we will process with corresponding except blocks. Then,
there might be unanticipated errors for which we cannot define a reasonable except block. In the latter
case, the program should terminate and the stack trace should be printed.

However, there may be situations where we do not just want to immediately quit be perform some
necessary actions beforehand. A typical example of this is if we are currently writing contents to a file.
Let’s say we are writing a table of data row by row into a text file, and suddenly some unexpected
error occurs. If we terminate immediately without closing the file, then the contents of the complete
file could be lost. If we close the file before terminating, then at least the data that was successfully
written so far will be preserved. By terminating the program, we would still indicate to the user that
there is some serious problem that needs attention. But at least we would not destroy the data that
was correctly produced.

For this purpose, the try-finally block exists. Basically, we can add a finally block that contains
the code that should always be executed. While we definitely need a try block that contains that code
that may cause an error, we can optionally add except blocks to handle certain Exceptions and an
else block to be executed if no error occurs.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_else.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_else.py
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1 try:␣␣#␣Begin␣the␣try -except␣block.
2 ␣␣␣␣#␣Code␣that␣may␣raise␣an␣exception␣or␣that
3 ␣␣␣␣#␣calls␣a␣function␣that␣may␣rise␣one.
4 except␣ExceptionType1␣as␣ex1:␣␣#␣The␣** optional **␣except␣blocks.
5 ␣␣␣␣#␣Code␣the␣handles␣exceptions␣of␣type␣ExceptionType1.
6 #␣...␣maybe␣more␣‘except ‘␣blocks
7 else:␣␣#␣The␣** optional **␣else␣block.
8 ␣␣␣␣#␣Code␣executed␣if␣and␣only␣if␣no␣Exception␣occurred.
9 finally:␣␣#␣The␣** optional **␣finally␣block.

10 ␣␣␣␣#␣Code␣will␣always␣be␣executed ,␣even␣if␣exceptions␣are␣uncaught.
11
12 next␣statement␣␣#␣Executed␣only␣if␣there␣are␣no␣uncaught␣Exceptions.

Let us explore this in another artificial example in Listing 9.14. Here, we create the function
divide_and_print that accepts two parameters a and b which can either be integers or floating point
numbers. In a try block, the function attempts to divide a by b and print the result using an
f-string. Since we do not know exactly what values b can take on beforehand, we anticipate that a
ZeroDivisionError may occur. In the corresponding except block, we would then print a message
that explains the situation. In this case, the division result would not be printed because the try block
would terminate when the f-string is interpolated.
We also attempt to catch a possible TypeError . Such an error would occur if the function is invoked
by an argument that is neither an int nor a float and that does not support divison. This is a typical
example for an error that we should not attempt to catch. This error could only appear if another
programmer was using our function incorrectly. We only process this error here for the sake of the
example and print an appropriate message in the except block.

In the example, we also have an else block which notifies us that no error occurred. The code in
this block is only executed if no ZeroDivisionError and no TypeError and also no other exception
was raised.

We finish the division and error handling part of the function with a finally block. This block
will be executed if no exception was raised anywhere, but also if a ZeroDivisionError , TypeError , or
other exception were raised. Even if an error was raised inside one of the except blocks, this code
would be executed. It will print that the division code was completed.

Then, in the last line of the function after the whole try-except-else-finally blocks, we print
yet another message. This code outside the blocks is reached only if either no error occurred at all or
if the error was handled by one of the two except blocks (without yet another error).

In Listing 9.15, we show the stdout and stderr for invoking this function with several differ-
ent arguments. For divide_and_print(10, 5) , both the division result in the try block as well as
the messages from the else block, the block, and from the very end of our function are printed.
divide_and_print(3, 0) will cause a ZeroDivisionError . Therefore, the print instruction in the
try block is not completed as interpolating the f-string already fails. The first except block, which
handles the ZeroDivisionError , is executed and prints its message. The else block is not reached
but the finally block prints its message. Since the error was properly handled, the message in the
print instruction at the end of the function is written to the output as well.

Invoking divide_and_print("3", 0) means that we intentionally ignore the type hints in the func-
tion definition. The Python interpreter allows us to do this without complaint, as type hints are only
hints and strict requirements (as in other programming languages like Java or C). However, the divi-
sion a / b will fail since the string "3" does not support a division operation. It raises a TypeError ,
which is subsequently caught by our second except block. This means that the else block is again
not reached. The finally block is executed still and so is the print at the bottom of our function,
since the TypeError was properly handled. By the way, had we applied the static type checker Mypy
to Listing 9.14, it would have informed us that we here try to call divide_and_print with an invalid
argument, as shown in Listing 9.16.

Finally, we attempt to compute divide_and_print(10 ** 313, 1.0) , i.e., to calculate 10313

1 . At
first glance, this looks totally fine. However, back in Section 3.3.5, we learned about the limits of the
datatype float . Indeed, the int 10313 is outside the range of numbers that a float can represent. By
trying to divide it by 1.0 , we force it to be converted to float first. This will raise an OverflowError .
We do not have an except block for handling OverflowErrors . This means that, of course, no message
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is printed by the try block, none of our except blocks are reached, and the else block is not executed
either. The finally block, however, is executed and prints its message to the output. Since we did
not catch the OverflowError , the code after our blocks at the bottom of our function is not executed.
Instead, our function is terminated immediately after the finally block completes. Since there is no
try-except block able to catch OverflowErrors wrapped around the function call, the whole Python
interpreter terminates as well. It again prints the stack trace, which informs us which error occured
and where it happened.
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Listing 9.14: An example for the try-except-else-finally block. (stored in
file try_except_else_finally.py ; output in Listing 9.15)

1 """ Demonstrate the try -except -else -finally clause."""
2
3
4 def divide_and_print(a: int | float , b: int | float) -> None:
5 """
6 Divide the numbers ‘a‘ and ‘b‘ and print the result.
7
8 :param a: the dividend
9 :param b: the divisor

10 """
11 try: # We try to do some computation that may cause an Exception.
12 print(f"{a / b = }", flush=True) # Divide and print.
13 except ZeroDivisionError as zd: # Is b == 0 ?
14 print(f"We got a ZeroDivisionError when doing {a} / {b}: {zd}.")
15 except TypeError as te: # Has one of the values the wrong type?
16 print(f"We got a TypeError when computing {a} / {b}: {te}.")
17 else: # Only called when no Exception occurred.
18 print(f"No error occurred when computing {a} / {b}.")
19 finally: # This code is always called.
20 print(f"We are finally done with division -by -{b}.", flush=True)
21 print(f"This code comes after all the {a} by {b} division code.")
22
23
24 divide_and_print (10, 5) # This works just fine.
25 divide_and_print (3, 0) # This yields a ZeroDivisionError.
26 divide_and_print("3", 0) # This yields a TypeError.
27 divide_and_print (10 ** 313, 1.0) # Causes an uncaught OverflowError!

↓ python3 try_except_else_finally.py ↓

Listing 9.15: The stdout and stderr as well as the exit code of the pro-
gram try_except_else_finally.py given in Listing 9.14.

1 a / b = 2.0
2 No error occurred when computing 10 / 5.
3 We are finally done with division -by -5.
4 This code comes after all the 10 by 5 division code.
5 We got a ZeroDivisionError when doing 3 / 0: division by zero.
6 We are finally done with division -by -0.
7 This code comes after all the 3 by 0 division code.
8 We got a TypeError when computing 3 / 0: unsupported operand type(s) for /:

↪→ ’str ’ and ’int ’.
9 We are finally done with division -by -0.

10 This code comes after all the 3 by 0 division code.
11 We are finally done with division -by -1.0.
12 Traceback (most recent call last):
13 File "{...}/ exceptions/try_except_else_finally.py", line 27, in <module >
14 divide_and_print (10 ** 313, 1.0) # Causes an uncaught OverflowError!
15 ^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
16 File "{...}/ exceptions/try_except_else_finally.py", line 12, in

↪→ divide_and_print
17 print(f"{a / b = }", flush=True) # Divide and print.
18 ~~^~~
19 OverflowError: int too large to convert to float
20 # ’python3 try_except_else_finally.py’ failed with exit code 1.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_else_finally.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/try_except_else_finally.py
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Listing 9.16: The results of static type checking with Mypy of the program given in Listing 9.14.
1 $ mypy try_except_else_finally.py --no-strict -optional --check -untyped -defs
2 try_except_else_finally.py:26: error: Argument 1 to "divide_and_print" has

↪→ incompatible type "str"; expected "int | float" [arg -type]
3 Found 1 error in 1 file (checked 1 source file)
4 # mypy 1.15.0 failed with exit code 1.
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9.3.5 The with Block and Context Managers

The try-finally block allows us to make sure that one action will always be performed, regardless if
some other intermediate code fails (and raises exceptions). A use case for this is handling resources
that need to be explicitly closed after some time. Typical examples for this are network connections or
file input/output. We will discuss both of these topics eventually much later.

Still, let us use file I/O as an example here anyway in Listing 9.17. In this file, we will create and
open a text file example.txt . We will write a line of text into the file and then close it. Then we will
open it again, read the text, and print it to the stdout. At the end, we will delete the file to not leave
it laying around.

For that purpose, we first import the function remove from the module os . We also import the
type IO from the typing module. is the basic type for text-based input/output streams and will later
use it as type hint.

We open the file example.txt for writing. To do so, we call the built-in function open . We pass
in the filename "example.txt" as first parameter. The second parameter, mode , is set to "w" , which
means “open for writing.” The parameter encoding is set to "UTF-8" , which defines that the text
should be translated to binary form when it is stored in the file via the usual UCS Transformation
Format 8 (UCS) encoding [138, 330]. This is of no importance here and we will discuss this eventually
later in the book.

Anyway, if opening the text file succeeds, we now have a variable stream_out , which is an instance
of IO . We must make sure to definitely close this so-called text stream again, regardless what hap-
pens from now on. We know that this can be done with a try-finally statement. We simply put
stream_out.close() into the finally block. It will thus definitely be called. Into the try block, we
put stream_out.write("Hello world!") . This line will write the string "Hello world!" to the file.
This could, of course, fail. Maybe our hard disk does not have enough space left to store this string.
But even if it fails, the finally block will make sure to close the file.

So after the block, the file is closed. We could now open it in a text editor and would find in there
the text that we had written. Instead, we want to use code to read the text again right away.

For this purpose, we open the stream again, this time for reading. This works exactly as open-

Listing 9.17: Using try-finally for closing files after writing to and reading from them. (stored in
file file_try_finally.py ; output in Listing 9.18)

1 """ Use the ‘try -finally ‘ statement to write to and read from a file."""
2
3 from os import remove # Needed to delete a file.
4 from typing import IO # IO is the text stream object
5
6 # We open the text file "example.txt" for writing.
7 stream_out: IO = open("example.txt", mode="w", encoding="UTF -8")
8 try: # If we succeed opening the file for writing , then ...
9 stream_out.write("Hello world!") # ...we write one line of text

10 finally: # ... and we will definitely get here ....
11 stream_out.close () # and close the file again.
12
13 # We now open the text file "example.txt" for reading.
14 stream_in: IO = open("example.txt", encoding="UTF -8")
15 try: # If we succeed opening the file for reading , then ...
16 print(stream_in.readline ()) # ...we read one line of text
17 finally: # ... and we will definitely get here ....
18 stream_in.close () # and close the file again.
19
20 remove("example.txt") # Delete the file "example.txt".

↓ python3 file_try_finally.py ↓

Listing 9.18: The stdout of the program file_try_finally.py given in Listing 9.17.
1 Hello world!

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/file_try_finally.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/file_try_finally.py
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Listing 9.19: The output of Ruff when applied to Listing 9.17: It suggests using context managers
instead of try-finally .

1 $ ruff check --target -version py312 --select=A,AIR ,ANN ,ASYNC ,B,BLE ,C,C4 ,COM
↪→ ,D,DJ ,DTZ ,E,ERA ,EXE ,F,FA ,FIX ,FLY ,FURB ,G,I,ICN ,INP ,ISC ,INT ,LOG ,N,NPY ,
↪→ PERF ,PIE ,PLC ,PLE ,PLR ,PLW ,PT ,PYI ,Q,RET ,RSE ,RUF ,S,SIM ,T,T10 ,TD,TID ,TRY ,
↪→ UP,W,YTT --ignore=A005 ,ANN001 ,ANN002 ,ANN003 ,ANN204 ,ANN401 ,B008 ,B009 ,
↪→ B010 ,C901 ,D203 ,D208 ,D212 ,D401 ,D407 ,D413 ,INP001 ,N801 ,PLC2801 ,PLR0904 ,
↪→ PLR0911 ,PLR0912 ,PLR0913 ,PLR0914 ,PLR0915 ,PLR0916 ,PLR0917 ,PLR1702 ,
↪→ PLR2004 ,PLR6301 ,PT011 ,PT012 ,PT013 ,PYI041 ,RUF100 ,S,T201 ,TRY003 ,UP035 ,W
↪→ --line -length 79 file_try_finally.py

2 file_try_finally.py :7:18: SIM115 Use a context manager for opening files
3 |
4 6 | # We open the text file "example.txt" for writing.
5 7 | stream_out: IO = open(" example.txt", mode="w", encoding ="UTF -8")
6 | ^^^^ SIM115
7 8 | try: # If we succeed opening the file for writing , then ...
8 9 | stream_out.write(" Hello world !") # ...we write one line of text
9 |

10
11 file_try_finally.py :14:17: SIM115 Use a context manager for opening files
12 |
13 13 | # We now open the text file "example.txt" for reading.
14 14 | stream_in: IO = open(" example.txt", encoding ="UTF -8")
15 | ^^^^ SIM115
16 15 | try: # If we succeed opening the file for reading , then ...
17 16 | print(stream_in.readline ()) # ...we read one line of text
18 |
19
20 Found 2 errors.
21 # ruff 0.11.2 failed with exit code 1.

Listing 9.20: The output of Pylint when applied to Listing 9.17: It suggests using the with statement
instead of try-finally .

1 $ pylint file_try_finally.py --disable=C0103 ,C0302 ,C0325 ,R0801 ,R0901 ,R0902 ,
↪→ R0903 ,R0911 ,R0912 ,R0913 ,R0914 ,R0915 ,R1702 ,R1728 ,W0212 ,W0238 ,W0703

2 ************* Module file_try_finally
3 file_try_finally.py :7:17: R1732: Consider using ’with ’ for resource -

↪→ allocating operations (consider -using -with)
4 file_try_finally.py :14:16: R1732: Consider using ’with ’ for resource -

↪→ allocating operations (consider -using -with)
5
6 -----------------------------------
7 Your code has been rated at 8.18/10
8
9 # pylint 3.3.6 failed with exit code 8.

ing for writing. Instead of supplying mode="w" , we could write mode="r" , meaning “open for read-
ing.” However, "r" is the default value for the parameter mode , so we can just omit it. Therefore,
stream_in = open("example.txt", encoding="UTF-8") it is. Once the file is opened for reading, we
must again make sure to close it eventually. We do this again with try-finally statement, where we
put stream_in.close() into the finally block.

The line of text that we had written before can now be read in the try block. This is done
via stream_in.readline() . And, as you can see, it gets immediately written to the stdout via print .

At the end of our program, we delete the example.txt by calling remove("example.txt") . We had
imported the remove function from the module os exactly for this purpose.

In summary, the output of our program, given in Listing 9.17 looks exactly as expected. Since we
are diligent programmers, we will, of course, also perform static code analysis by using tools such as
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Listing 9.21: Using a with block for closing files after writing to and reading from them. (stored in
file file_with.py ; output in Listing 9.22)

1 """ Use the ‘with ‘ statement to write to and read from a file."""
2
3 from os import remove # Needed to delete a file.
4
5 # We open the text file "example.txt" for writing.
6 with open("example.txt", mode="w", encoding="UTF -8") as stream_out:
7 stream_out.write("Hello world!") # Write one line of text.
8
9 # We now open the text file "example.txt" for reading.

10 with open("example.txt", encoding="UTF -8") as stream_in:
11 print(stream_in.readline ()) # Read one line of text.
12
13 remove("example.txt") # Delete the file "example.txt".

↓ python3 file_with.py ↓

Listing 9.22: The stdout of the program file_with.py given in Listing 9.21.
1 Hello world!

Ruff and Pylint. Their output can be found in Listings 9.19 and 9.20. Oddly enough, they complain:
Ruff suggests to use a “context manager” instead of the try-finally statement. Pylint suggests to
go with a with statement instead. They both mean the same.

A context manager is an object that defines the runtime context to be established
when executing a with statement. The context manager handles the entry into, and
the exit from, the desired runtime context for the execution of the block of code. [. . . ]
Typical uses of context managers include saving and restoring various kinds of global
state, locking and unlocking resources, closing opened files, etc.

— [325], 2001

The with statement has the following syntax, where the expression is supposed to return a context
manager [65, 285, 300, 325].

1 with␣expression␣as␣variable:
2 ␣␣␣␣#␣block␣of␣code␣that␣works␣with␣variable
3
4 #␣or
5
6 with␣expression:
7 ␣␣␣␣#␣block␣of␣code

Right now, we are still lacking some background knowledge needed to discuss what a context manager
exactly is or how it works. We will therefore do this later in Section 13.5. However, in a nutshell,
a context manager is basically an object that has two special methods. The first one will be called
right at the beginning of the with block, and its result will be stored in a local variable (if the with
block has the with expression as variable:-shape). The second special method will be called after
the end of the with block. This is always done, regardless whether an exception occurred inside the
indented block of code directly under with .

This makes the syntax roughly equivalent to calling the first special method before a try block and
the second special method in the corresponding finally block. It is just much shorter and looks more
elegant.

Many of Python’s resource-related APIs are realized as context managers. This also holds for the
file input/output API. We now rewrite Listing 9.17 using a with block as Listing 9.21. The first thing
you will notice is that the file is much shorter. It is now 13 lines of code instead of 20. It is also much

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/file_with.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/file_with.py
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Listing 9.23: A unit test checking that our new variant of the sqrt function given in Listing 9.1 properly
raises an ArithmeticError if its input is non-finite or negative. (src)

1 """ Testing our sqrt function that raises an error for invalid inputs."""
2
3 from math import inf , nan # some maths constants
4
5 from pytest import raises # Needed checking that exceptions are raised.
6
7 from sqrt_raise import sqrt # Import our new sqrt function.
8
9

10 def test_sqrt () -> None:
11 """ Test the new ‘sqrt ‘ function that raises errors."""
12 assert sqrt (0.0) == 0.0 # The square root of 0 is 0.
13 # ... We skip the other tests here for space reasons.
14
15 for v in [-1.0, inf , -inf , nan]:
16 with raises(ArithmeticError , match="sqrt.* is not permitted."):
17 sqrt(v) # The square root of v is not permitted

Listing 9.24: The output of the unit tests in Listing 9.23: The ArithmeticErrors are correctly raised.
1 $ pytest --timeout =10 --no-header --tb=short test_sqrt_raise.py
2 ========================== test session starts ==========================
3 collected 1 item
4
5 test_sqrt_raise.py . [100%]
6
7 =========================== 1 passed in 0.01s ===========================
8 # pytest 8.3.5 with pytest -timeout 2.3.1 succeeded with exit code 0.

easier to read and clearer. We do no longer need to call the close methods of the streams. They will
automatically be invoked at the end of the with statements’ bodies.

9.4 Testing Exceptions

Back in Section 8.3, we introduced the concept of unit tests and show how the tool pytest can be
used to test our functions. We stated in Best Practice 38 that we should cover all the branches of
the control flow inside a function with unit tests. One kind of branch that is often overlooked are
Exceptions and extension handling [177].

If our function is supposed to raise a certain exception in some cases, then we should have a
unit test that checks if this Exceptions is actually raised as it should be. Now, any exception raised
by a unit test will cause the test to fail. This seems to contradict our goal to intentionally raise the
exceptions. Luckily, pytest offers us a device for this.

Let us expand our Listing 8.11 for testing the sqrt function to now also test for ArithmeticErrors .
The pytest module offers a so-called context manager [65] named raises . If we want to check whether
a function indeed raises a certain exception of type ExpectedExceptionType for a given input, then we
can wrap the corresponding function call into with raises(ExpectedExceptionType): . This is block
tells the pytest system that, in the following, indented, block, we expect that a certain exception must
be raised. If such an exception is not raised, the test fails. If it is raised, the text succeeds.

In particular, we can provide the exception class as well as a regular expression (regex) via the
parameter match to raises . If the block does not raise an exception of the expected type, the test
fails. If it does raise a corresponding exception, then it will be converted to a string. The string is then
matched against the regex and if it indeed matches, the test succeeds. If it does not match, then the
test fails.

But what is a regex? We will learn this later as well, in a part of the book that is not yet written.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/test_sqrt_raise.py
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Listing 9.25: Two unit tests checking the original variant of the sqrt function from back in Listing 8.11
that does not raise errors. (src)

1 """ Testing the square root implementation that does not raise errors."""
2
3 from pytest import raises
4
5
6 def sqrt(number: float) -> float:
7 """
8 Compute the square root of a ‘number ‘, but do not raise errors.
9

10 :param number: The number to compute the square root of.
11 :return: A value ‘v‘ such that ‘v * v == number ‘.
12 """
13 if number <= 0.0: # Fix for the special case ‘0‘:
14 return 0.0 # We return 0; for now , we ignore negative values.
15 guess: float = 1.0 # This will hold the current guess.
16 old_guess: float = 0.0 # 0.0 is just a dummy value != guess.
17 while old_guess != guess: # Repeat until nothing changes anymore.
18 old_guess = guess # The current guess becomes the old guess.
19 guess = 0.5 * (guess + number / guess) # The new guess.
20 return guess
21
22
23 def test_sqrt_1 () -> None:
24 """ Test the ‘sqrt ‘ variant that does not itself raise Exceptions."""
25 with raises(ArithmeticError): # We can also test without ‘match ‘.
26 sqrt ( -1.0) # This is not permitted , but no Exception is raised.
27
28
29 def test_sqrt_2 () -> None:
30 """ Test the ‘sqrt ‘ variant that does not itself raise Exceptions."""
31 with raises(ArithmeticError , match="sqrt.* is not permitted."):
32 sqrt (10 ** 320) # OverflowErrors are ArithmeticErrors.

For now, let’s say that a regex is a string pattern that can be compared with another string. For ex-
ample, the "sqrt.* is not permitted." that we use in Listing 9.23 is such a regex. All the “normal”
characters in this string must match exactly gainst characters in the text it is compared against. The
only thing that makes it different from a normal string is the .* that it contains. The dot (.) can
be replaced with any other character and the star (*) says that arbitrarily many such arbitrary charac-
ters are allowed. "sqrt.* is not permitted." would thus match against "sqrt is not permitted." ,
"sqrt(1)is not permitted." , "sqrt(inf)is not permitted." , but not "sqrt is wrong." . There-
fore, our produced error message must follow this pattern for the test to work. And, as you can find in
the pytest output in Listing 9.24, for the values v in [-1.0, inf, -inf, nan] , no error is reported.
For these values, our sqrt function does indeed raise the expected Exceptions , with the expected error
messages. The unit test succeeds.

In Listing 9.25, we write a similar test. This time, we use basically the original version of our sqrt
function which does not by itself raise any exception. This function is directly implemented in the
listing, in the same way as we did in Listing 8.10, and again called sqrt . We also write two unit
tests into the new file test_sqrt.py . Both are intentionally designed to show what happens if either
an expected exception is not raised (test_sqrt_1) or if its error message does not match the match
argument (test_sqrt_2).

test_sqrt_1 simply feeds the value -1.0 to sqrt . It expects that an ArithmeticError should
be raised. It does not provide a specific match regex against which the error message should
be compared. The output in Listing 9.26 shows us that this test fails. If the code inside the
with raises(ArithmeticError): does not actually raise an ArithmeticError , the test fails.

The second test case, test_sqrt_2 , is a bit more interesting. It specifies
with raises(ArithmeticError, match="sqrt.* is not permitted.") , just like the tests in List-

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/exceptions/test_sqrt.py


CHAPTER 9. EXCEPTIONS 160

Listing 9.26: The output of the unit tests in Listing 9.25: No error was raised in it, so the first fails
and the error message in the second test does not fit, so it fails as well.

1 $ pytest --timeout =10 --no-header --tb=short test_sqrt.py
2 ========================== test session starts ==========================
3 collected 2 items
4
5 test_sqrt.py FF [100%]
6
7 =============================== FAILURES ================================
8 ______________________________ test_sqrt_1 ______________________________
9 test_sqrt.py:25: in test_sqrt_1

10 with raises(ArithmeticError): # We can also test without ‘match ‘.
11 E Failed: DID NOT RAISE <class ’ArithmeticError ’>
12 ______________________________ test_sqrt_2 ______________________________
13 test_sqrt.py:32: in test_sqrt_2
14 sqrt (10 ** 320) # OverflowErrors are ArithmeticErrors.
15 test_sqrt.py:19: in sqrt
16 guess = 0.5 * (guess + number / guess) # The new guess.
17 E OverflowError: int too large to convert to float
18
19 During handling of the above exception , another exception occurred:
20 test_sqrt.py:31: in test_sqrt_2
21 with raises(ArithmeticError , match ="sqrt.* is not permitted ."):
22 E AssertionError: Regex pattern did not match.
23 E Regex: ’sqrt.* is not permitted.’
24 E Input: ’int too large to convert to float ’
25 ======================== short test summary info ========================
26 FAILED test_sqrt.py:: test_sqrt_1 - Failed: DID NOT RAISE <class ’

↪→ ArithmeticError ’>
27 FAILED test_sqrt.py:: test_sqrt_2 - AssertionError: Regex pattern did not

↪→ match.
28 Regex: ’sqrt.* is not permitted.’
29 Input: ’int too large to convert to float ’
30 =========================== 2 failed in 0.02s ===========================
31 # pytest 8.3.5 with pytest -timeout 2.3.1 failed with exit code 1.

ing 9.23 for the sqrt function that does raise ArithmeticErrors . No we do know that our original
sqrt from Listing 8.10 does not raise such errors . . . by itself. However, we try to compute
sqrt(10 ** 320) . This very large integer values will eventually be converted to a float inside our
function. This will fail, because it is too large, as we just discussed back in Section 9.3.4. This
failure results in an OverflowError . OverflowErrors are a special case of ArithmeticError (see later
in Figure 9.1). So indeed, this does fulfill our testing requirement: If an OverflowErrors is also a
ArithmeticError , so the right type of exception was raised. However, its error message will not fit to
our match argument. Therefore, the unit test still fails. The output of Listing 9.26 explains this clearly.

With pytest, we can now therefore:

1. Test whether a function computes the expected output for selected (correct) inputs. If it does
not, the test fails.

2. Test whether a function does not raise an unexpected exception for the selected (correct) inputs.
If it does raise one, the test fails.

3. Raises the expected Exceptions for selected (wrong) inputs with the correct error messages. If
it does not, the test fails. We do this by using the with raises(...) statement.

This allows us to cover both the expected and correct use of our function with tests as well as unexpected
incorrect uses. We can then be confident that our code is unlikely to cause harm, neither due to bugs
created by ourselves nor due to accidental misuse by other programmers due to misunderstandings
(which would immediately signaled to them by Exceptions). Notice that good unit testing goes hand
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in hand with good documentation in docstrings, because good docstrings reduce the chance of such
misunderstandings.

Best Practice 45 It is important to cover both the reasonable expected use of our functions
as well as unexpected use with incorrect arguments with test cases. The latter case should
raise Exceptions , which we should verify with unit tests.

9.5 Built-in Exceptions

A wide variety of things may go wrong during the execution of a computer program. We have already
explored a lot of different potential errors, ranging from using an invalid index when accessing a list
to dividing a number by zero. In Python, Exceptions are raised in such a situation. An Exception
disrupts the normal control flow and propagates upwards until a corresponding except clause is reached.
Obviously, we cannot just treat every possible error condition in the same way.

Running out of memory is a completely different situation than trying to read from a non-existing
file. Therefore, different types of exceptions are raised: The former problem causes a MemoryError
while the later raises an FileNotFoundError . The hierarchy of the different problem types is illustrated
in Figure 9.1 [40]. There, you can also see why an except block catching ArithmeticErrors would
also catch an OverflowErrors , because the latter is a special case of the former.

Depending on the operations that your code tries to perform, you would wrap it into except blocks
for the errors from this list that you could reasonably expect to be able to recover from. Of course, the
documentation of the Python functions that you use will tell you which exceptions it could raise. And
so should the docstrings of your own code as well as library functions you rely on.

9.6 Summary

In this chapter, we have dealt with a very important subject in programming: How we handle errors.
Errors can arise from a wide variety of reasons.

They can be caused by invalid or corrupted data being passed to our program. In this case, our
program should fail and print an error message to the user.

They can be caused by a programming mistake: Maybe another programmer uses a function that
we have written, but passes a parameter of a wrong type to it. For example, maybe they pass in a
string where we expect a number. Or maybe they pass a negative number when we expect a positive
one. In this case, our program should fail and print an error message to the user.

Failing by raising an Exception is a good thing. It clearly indicates that something is wrong. It
gives the user or our fellow programmers a chance to become aware of an error and to take action to fix
it. Other approaches, like GIGO or overly sanitizing corrupted input instead allow errors to propagate
unnoticed.

Maybe some of the readers of this book are graduate or undergraduate students who use Python to
implement code for experiments. Imagine how annoying it is to run an experiment and to find out one
week later that all the data produced is garbage. You then not only feel sad about the waste of time,
but now need to waste even more time: Where was the error? Maybe it would take another week to
painstakingly debug your code step-by-step to find out that some function was used incorrectly due to
a typo. How much better would it have been if the experiment had crashed right at its start, printing
an Exception and stack trace to the stdout showing exactly where things went wrong? It would have
saved you two weeks and lots of grief.

Of course, there are also situations where it is possible to gracefully recover from an error. For
example, maybe our program is trying to delete a file that already has been deleted. The operation
would fail, but that does not do any harm. For these scenarios, the except blocks exist. They allow
us to catch errors which we can reasonably expect and that are no show stoppers.

The finally block allows us to properly complete an operation regardless whether an error happened
or not. If we send data over an internet connection, we want to close this connection properly after we
are done. We also want to close it if something goes wrong. If we write data to a file, then we want
to close the file once we are done. We still want to close it properly if an error occurs, because then
we can at least preserve the data that was already successfully written.
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BaseException . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . the base class for all exceptions
Exception . . . . . . . . . . . . . . . . . . . . . . . . . . . . situations where reasonable error handling should be possible

ArithmeticError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . an arithmetic operation failed
FloatingPointError not used by Python, but, e.g., NumPy on invalid floating point operations
OverflowError . . . . . the result of an arithmetic operations is too large, see, e.g., Section 3.3.5
ZeroDivisionError . . . . . . . . . . . . . . . . . . . . . . . . a division by zero occurred, see, e.g., Section 8.3

AssertionError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . if an assert failed, see, e.g., Section 8.3
BufferError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . a buffer-related operation could not be performed
EOFError . . the end of standard input stream (stdin) was reached by input without reading data
AttributeError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . when an attribute reference or assignment failed
ImportError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .when an import statement fails

ModuleNotFoundError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . a module cannot be loaded
LookupError . . . . . . . . . . . . . . . . . . . . . . . . .a key or index used on a dictionary or sequence was invalid

IndexError . . . . . . . . . . . . . . . . . . . . . . . . . a sequence index is out of range, see, e.g., Section 3.5.1
KeyError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . a dictionary key is not found, see, e.g., Section 5.4

MemoryError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . when we are out of memory
NameError . . . . . . . . . . . . . . e.g., when reading an unassigned variable, see, e.g., Listings 4.5 and 9.6

UnboundLocalError . . . . . . . reference to a local method or function to which no value is bound
OSError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . an operating system function failed

BlockingIOError . a blocking operation is applied to an object set for non-blocking operations
ChildProcessError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . an operation on a child process failed
ConnectionError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . a connection- or pipe-related error

BrokenPipeError . . . . . . . when trying to write into a pipe whose other end has been closed
ConnectionAbortedError . . . . . . . . . . . . . . . . . . . . . . . . . . . connection attempt aborted by peer
ConnectionRefusedError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .connection refused by peer
ConnectionResetError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . connection reset by peer

FileExistsError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . trying to create a file that already exists
FileNotFoundError . . . . . . . . . . . . . . . . . . . . trying to access a file or directory that does not exist
IsADirectoryError . . . . . . . . . . . . . . . . . . . . . . . . . . . . trying to do a file operation with a directory
NotADirectoryError . . . . . . . . . . . . . . . . . . . . . . . . . . trying to apply a directory operation to a file
PermissionError . . . . . . . . . trying to perform an operation without the necessary access rights
ProcessLookupError . . . . . . . . . . . . . . . . . . . . . . . . . . trying to access a process that does not exist
TimeoutError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . an operation timed out

ReferenceError . . . . . . . . . . . . . a weakly-referenced object is accessed after being garbage collected
RuntimeError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . an error that does not fall into the other categories

NotImplementedError . a method is not yet implement, but will be later, see, e.g., Chapter 12
PythonFinalizationError . . . . . . . . . . . . . . an operation is blocked during interpreter shutdown
RecursionError . . . . . . . . . . . . . . . . . . . . . . . the maximum recursion depth of functions is reached

StopAsyncIteration . . . . . . . . . . . . . . . . . . signals the end of an asynchronous iteration; not an error
StopIteration . . . . . . . . . . . . . . . . . . . . signals the end of an iteration; not an error, see Section 10.1
SyntaxError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . an malformed Python file

IndentationError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . incorrectly indented code
TabError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . inconsistent use of tabs and spaces

SystemError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . an internal error of the interpreter
TypeError . . . . . . . . . . . . . . . . . . some parameter was of a wrong type or None , see, e.g., Section 5.2
ValueError . . . . . . .a parameter has the right type but an inappropriate value, see, e.g., Listing 9.4

UnicodeError . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . an error when dealing with Unicode text
UnicodeDecodeError . . . . . . . . . . . . . . . . . . . . . .an error occurred when decoding Unicode text
UnicodeEncodeError . . . . . . . . . . . . . . . . . . . . . .an error occurred when encoding Unicode text
UnicodeTranslateError . . . . . . . . . . . . . . . . an error occurred when translating Unicode text

GeneratorExit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . when a Generate or coroutine terminate; not an error
KeyboardInterrupt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . when the user hits Ctrl + C

SystemExit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . raised by exit ; not an error

Figure 9.1: An overview of the hierarchy of Exceptions in Python [40].
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Compared to the try-finally block, the with statement adds more ease to handling of resources
that need to be explicitly closed at some point in time. Such resources can be implemented as con-
text managers, whose special closing routine is automatically called at the end of the body of the
with statement.

Error handling in Python therefore allows us to develop software that is both robust and that clearly
indicates if something goes wrong. Of course, for software to be called robust, it has to be tested.
Luckily, pytest offers us also unit testing capabilities that check whether Exceptionss are raised where
expected. This completes our discussion of the error-related control flow.



Chapter 10

Iteration, Comprehension, and Generators

In Python, iterating over the items in a sequence is a central concept. In Section 7.5, we learned that
we can iterate over collections such as lists, tuples, dictionaries, and sets. We can also iterate over the
characters in a string in the same way. These are all datastructures whose complete content exists in
memory at any given time. In Python, we can also iterate over sequences where the items that are
constructed at the time when they are actually needed. A good example for this is the range datatype.
We can iterate over all the 1’000’000’000 int elements of range(1_000_000_000) in a loop. These
many integers do not all exist in memory at the same time. Instead, they are provided one-by-one as
needed. From the perspective of a programmer, we can iterate over a range and a list in exactly the
same way. Matter of fact, many objects in Python support iteration.

Vice versa, we can also create container datatypes from sequences of items. For example, the
datatypes list , tuple , set , and dict can also be used like functions that take a sequence of items
as parameter and create in instance of the corresponding datatype. In Section 5.1.1, we learned that
[1, 2, 2, 3] creates a list with the specified contents. Passing this list to the set function/datatype,
i.e., writing set([1, 2, 2, 3]) will create the set {1, 2, 3} . We also learned that we modify several
datastructures in place by combining them with other containers. Invoking l.extend({1, 2, 3}) will
append the elements 1 , 2 , and 3 to a list l , for example.

Much later – in a chapter that I have not yet written – we learn that we also can iterate over the
contents of a file. You will very often encounter situations where you transform, process, or create
sequences of data elements. As sketched in Figure 10.1, there are many different manifestations of the
concepts of iterating over objects that are iterable in Python. In this chapter, we will investigate those
that we did not yet already discuss in Section 7.5 and Chapter 5.

10.1 Iterables and Iterators

Any object that allows us to access its elements one-by-one, i.e., iteratively is an instance of
typing.Iterable . The actual iteration over the contents is then done by an typing.Iterator [328].
This distinction is necessary because we want to allow some objects to be iterated over multiple times.

Let’s say you have the list x = ["a", "b", "c"] , as in Figure 10.2.1. We can use this list x in a
for xi in x -kind of loop arbitrarily often. x is an instance of list and every list is also an Iterable .

set[T]

dict[T,*]

range

list[T]
list

comprehension

set
comprehension

dict
comprehension

...

tuple[T]

Iterable[T]

Iterator[T]
is an

element of

type T

is a

is an
creates a

creates a

creates a

iter(...)

next(...)

Generator[T,*,*]
generator

expression

generator

function

Figure 10.1: The concepts of comprehension, Iterables , Iterators , and Generators in Python.
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tweise@weise-laptop:~$ python3

Python 3.12.3 (main, Sep 11 2024, 14:17:37) [GCC 13.2.0] on linux

Type "help", "copyright", "credits" or "license" for more information.

>>> x = ["a", "b", "c"]

>>> u = iter(x)

>>> type(u)

<class 'list_iterator'>

>>> v = iter(x)

>>> next(u)

'a'

>>> next(u)

'b'

>>> next(v)

'a'

>>> next(u)

'c'

>>> next(u)

Traceback (most recent call last):

File "<stdin>", line 1, in <module>

StopIteration

>>>

tweise@weise-laptop: ~

(10.2.1) Manually iterating over a list .

tweise@weise-laptop:~$ python3

Python 3.12.3 (main, Sep 11 2024, 14:17:37) [GCC 13.2.0] on linux

Type "help", "copyright", "credits" or "license" for more information.

>>> x = range(4)

>>> type(x)

<class 'range'>

>>> u = iter(x)

>>> type(u)

<class 'range_iterator'>

>>> v = iter(x)

>>> next(u)

0

>>> next(u)

1

>>> next(v)

0

>>> next(v)

1

>>> next(v)

2

>>> next(u)

2

>>> next(v)

3

>>> next(v)

Traceback (most recent call last):

File "<stdin>", line 1, in <module>

StopIteration

>>>

tweise@weise-laptop: ~

(10.2.2) Manually iterating over a range .

Figure 10.2: Manually iterating over a list and a range in the Python console.

Every time we do loop over x , an Iterator instance is created internally by (doing something like)
invoking y = iter(x) . In principle, this Iterator object only has to remember its current position
in the list, allowing us to query the next item by invoking next(y) . The for-loop basically does
this internally. However, we can also do it “by hand.” In Figure 10.2.1, we perform u = iter(x)
and v = iter(x) . This creates two independent Iterators , which we can use to step over the list
separately. Invoking next(u) will yield the first element of the list x , namely "a" . Calling next(u)
again gives us the second element, that is "b" . If we now call next(v) , i.e., apply next to the second,
independent Iterator , we again obtain the first element ("a").

This shows us why there is a distinction between Iterable and Iterator . The former is the object
that holds or can generate the data sequence. The latter marks one independent iteration over that
sequence.

The third invocation of next(u) gives us "c" , the third and last element of x . If we now call
next(u) a fourth time, something interesting happens: A StopIteration is raised. This is not an error
in the strict sense. This instead is how the end of an iteration sequence is signaled. A for loop will,
for instance, stop when it encounters this exception.
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Listing 10.1: Some simple examples for list comprehension. (stored in
file simple_list_comprehension.py ; output in Listing 10.2)

1 """ Simple examples for list comprehension."""
2
3 squares_1: list[int] = [] # We can start with an empty list.
4 for i in range (11): # Then we use a for -loop over the numbers 0 to 10.
5 squares_1.append(i ** 2) # And append the squares to the list.
6 print(f" result of construction: {squares_1}") # Print the result.
7
8 # Or we use list comprehension as follows:
9 squares_2: list[int] = [j ** 2 for j in range (11)]

10 print(f"result of comprehension: {squares_1}") # Print the result.
11
12 even_numbers: list[int] = [k for k in range (10) if k % 2 == 0]
13 print(f"even numbers: {even_numbers}")
14
15 combinations: list[str] = [f"{m}{n}" for m in "abc" for n in "xy"]
16 print(f"letter combinations: {combinations}")
17
18 nested: list[tuple[str , str]] = [(o, p) for o in "abc" for p in "xy"]
19 print(f"letter combinations as tuples: {nested}")

↓ python3 simple_list_comprehension.py ↓

Listing 10.2: The stdout of the program simple_list_comprehension.py given in Listing 10.1.
1 result of construction: [0, 1, 4, 9, 16, 25, 36, 49, 64, 81, 100]
2 result of comprehension: [0, 1, 4, 9, 16, 25, 36, 49, 64, 81, 100]
3 even numbers: [0, 2, 4, 6, 8]
4 letter combinations: [’ax’, ’ay ’, ’bx’, ’by’, ’cx ’, ’cy ’]
5 letter combinations as tuples: [(’a’, ’x’), (’a’, ’y’), (’b’, ’x’), (’b’, ’

↪→ y’), (’c’, ’x’), (’c’, ’y’)]

This approach to iterate over collections by first creating an iterator using the iter function and
then applying next to that iterator works for lists and tuples alike. It also works for sets , but
be aware that the order in which the elements of a set are presented is not defined. Back in Best
Practice 21 we already clarified that sets are unordered data structures. Interestingly, we can also
iterate over dicts like this. This iteration only returns the dictionary keys however. If we need the
values or the key-value pairs of a dictionary d , then we have to iterate over d.values() or d.items() ,
respectively.

Figure 10.2.2 shows us that even ranges have the exactly same behavior as lists with respect to
iteration. And they should, of course, like every other object implementing the Iterable functionality.
Because of this, the for y in x -type of loops can be applied to any Iterable or Iterator instance x .

10.2 List Comprehension

We can create a list by writing it down as a literal, e.g., [1, 2, 3, 4, 5] creates a list containing the
first five natural numbers. This is very handy, but can also become cumbersome if we either have many
elements or want to transform them. Needing to write a literal in the same way that creates a list with
the first one hundred natural numbers may be somewhat annoying. If we want to create a list with the
logarithms of first five natural numbers, writing [log(1), log(2), log(3), log(4), log(5)] looks
clunky as well. Luckily, Python offers the much more convenient syntax of list comprehension [311]:

1 #␣Create␣a␣list␣from␣the␣items␣in␣a␣sequence;␣the␣condition␣is␣optional
2 [expression␣for␣item␣in␣sequence␣if␣condition]

This syntax creates a new list whose contents are the results of applying a given expression to
the items item from another sequence . For example, [i for i in range(10)] creates a list with the

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_list_comprehension.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_list_comprehension.py
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Listing 10.3: The output of Ruff for the examples for list comprehension in Listing 10.1: The for loop
constructing the list squares_1 can indeed by replaced by a list comprehension.

1 $ ruff check --target -version py312 --select=A,AIR ,ANN ,ASYNC ,B,BLE ,C,C4 ,COM
↪→ ,D,DJ ,DTZ ,E,ERA ,EXE ,F,FA ,FIX ,FLY ,FURB ,G,I,ICN ,INP ,ISC ,INT ,LOG ,N,NPY ,
↪→ PERF ,PIE ,PLC ,PLE ,PLR ,PLW ,PT ,PYI ,Q,RET ,RSE ,RUF ,S,SIM ,T,T10 ,TD,TID ,TRY ,
↪→ UP,W,YTT --ignore=A005 ,ANN001 ,ANN002 ,ANN003 ,ANN204 ,ANN401 ,B008 ,B009 ,
↪→ B010 ,C901 ,D203 ,D208 ,D212 ,D401 ,D407 ,D413 ,INP001 ,N801 ,PLC2801 ,PLR0904 ,
↪→ PLR0911 ,PLR0912 ,PLR0913 ,PLR0914 ,PLR0915 ,PLR0916 ,PLR0917 ,PLR1702 ,
↪→ PLR2004 ,PLR6301 ,PT011 ,PT012 ,PT013 ,PYI041 ,RUF100 ,S,T201 ,TRY003 ,UP035 ,W
↪→ --line -length 79 simple_list_comprehension.py

2 simple_list_comprehension.py:5:5: PERF401 Use a list comprehension to
↪→ create a transformed list

3 |
4 3 | squares_1: list[int] = [] # We can start with an empty list.
5 4 | for i in range (11): # Then we use a for -loop over the numbers 0 to 10.
6 5 | squares_1.append(i ** 2) # And append the squares to the list.
7 | ^^^^^^^^^^^^^^^^^^^^^^^^ PERF401
8 6 | print(f" result of construction: {squares_1 }") # Print the result.
9 |

10 = help: Replace for loop with list comprehension
11
12 Found 1 error.
13 # ruff 0.11.2 failed with exit code 1.

integer numbers 0 to 9 . The comprehension [i ** 2 for i in range(10)] instead creates a list with
their squares (where “squaring” is the before-mentioned expression). Additionally, we can select the
elements that we want to have in the list by adding an if clause: [i for i in range(10)if i != 3] ,
for instance, excludes the number 3 from our list. Interestingly, the sequence over which the list
creation iterates can itself also be such a comprehension expression. It is totally fine to write
[i * j for i in range(2)for j in range(2)] , which yields [0, 0, 0, 1] because both i and j
will take on the values 0 and 1 .
In Listing 10.1 we provide some examples for list comprehension. First, we want to construct a
list with the squares of the integer numbers from 0 to 10. Before learning about list comprehen-
sion, we would do this by initially creating an empty list squares_1 . In a for loop letting a vari-
able i iterate over the range(0, 11) , we would then add i ** 2 to the list squares_1 by invok-
ing squares_1.append(i ** 2) . This will occupy at least three lines of code. Instead, we could write
the comprehension expression [j ** 2 for j in range(11)] , which achieves exactly the same thing
only using a single line of code.

We can also select which elements we want to insert into our list by using an if statement during
the list comprehension. In Listing 10.1, we demonstrate this by creating a list of even numbers from
the range 0 to 9. We let a variable k iterate over the range(10) . This lets k take on the values 0 ,
1 , 2 , . . . , 8 , and finally 9 . Out of these values, we select only those for which k % 2 == 0 via the
if statement. In other words, we compute the result of the modulo division of k and 2 , i.e., the
remainder of that division. If it is zero, then k is divisible by 2 and thus even. Anyway, we obtain the
list [0, 2, 4, 6, 8] .

Finally, we play around with “nested” comprehension. Let’s say you have two Iterables and want
to produce all possible combinations of their output. Assume that the first sequence by "abc" and the
second one be "xy" . How can we achieve this? By simply writing two for statements! In Listing 10.1,
we create the list combinations this way. We write [f"{m}{n}"for m in "abc"for n in "xy"] .
This lets the variable m take on all the characters in the string "abc" . For each of the val-
ues that m takes on, the variable n iterates over "xy" and thus first becomes "x" and then "y"
The f-string f"{m}{n}" is extrapolated for each combination of m and n . The result is thus the
list ["ax", "ay", "bx", "by", "cx", "cy"] .

Of course, we can create lists of arbitrary datatypes using list comprehension. These in-
clude also other lists, tuples, sets, dictionaries – whatever we want. We can repeat the above
example and, instead of storing the combinations of characters as strings, we could store them
as tuples . The list comprehension [(o, p)for o in "abc"for p in "xy"] does this. It pro-
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Listing 10.4: Create a list with the even numbers from 0 to 1’000’000 using the append . (stored in
file list_of_numbers_append.py ; output in Listing 10.5)

1 """ Measure the runtime of list construction via the append method."""
2
3 from timeit import repeat # needed for measuring the runtime
4
5
6 def create_by_append () -> list[int]:
7 """
8 Create the list of even numbers within 0..1 ’000 ’000.
9

10 :return: the list of even numbers within 0..1 ’000 ’000
11 """
12 numbers: list[int] = []
13 for i in range(1 _000_001):
14 if i % 2 == 0:
15 numbers.append(i)
16 return numbers
17
18
19 # Perform 50 repetitions of 1 execution of create_by_append.
20 # Obtain the minimum runtime of any execution as the lower bound of how
21 # fast this code can run.
22 time_in_s: float = min(repeat(create_by_append , number=1, repeat =50))
23 print(f"runtime/call: {1000 * time_in_s :.3} ms.") # Print the result.

↓ python3 list_of_numbers_append.py ↓

Listing 10.5: The stdout of the program list_of_numbers_append.py given in Listing 10.4.
1 runtime/call: 57.0 ms.

duces [(’a’, ’x’), (’a’, ’y’), (’b’, ’x’), (’b’, ’y’), (’c’, ’x’), (’c’, ’y’)] .

In Listing 10.3, we present the output that Ruff, our Useful Tool 3, produces when we apply it
to Listing 10.1. Interestingly, Ruff considers the construction of a list via the append function as a
performance issue, signified by the error prefix PERF . This is, of course, only the case if the list could
as well be created via list comprehension, which is not always possible. But when it can be done, as
is the case in our example, we noticed that list comprehension is more compact. Code which is more
compact is often more readable and in this case, from a software engineering point of view, preferable.
But why would this also be an issue of performance, i.e., execution speed?

In order to investigate this issue, we could try to simply create two lists with the same contents,
once by using the append method and once by using list comprehension. Whichever is faster, i.e., needs
less time, has the better performance. Now measuring the runtime needed by something is always a
dodgy subject. The runtime of a Python interpreter obviously depends on the machine and CPU it
is running on. It is also affected by the operating system, the available RAM, the disk speed, and of
course by other processes running on the same machine at the same time. Clearly, it also depends on
which version of the Python interpreter we use and our results could be different after each software
update. So every runtime measurement is always fuzzy and imprecise. Whatever we would measure
would have to take with a grain of salt, but we will try it anyway.

Useful Tool 6 timeit is a tool for measuring execution time of small code snippets that ships
directly with Python. This module avoids a number of common traps for measuring execution
times, see [214, 287].

timeit allows us to measure the runtime of a certain statement. We want to measure how long it
takes to create a list containing all even numbers from 0 to 1’000’000.

In Listing 10.4 we therefore first implement a function create_by_append which constructs the list
using the append method. In a loop over the range(1_000_001) , it appends all the even numbers to

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/list_of_numbers_append.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/list_of_numbers_append.py
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Listing 10.6: Create a list with the even numbers from 0 to 1’000’000 using list comprehension. (stored
in file list_of_numbers_comprehension.py ; output in Listing 10.7)

1 """ Measure the runtime of list construction via list comprehension."""
2
3 from timeit import repeat # needed for measuring the runtime
4
5
6 def create_by_comprehension () -> list[int]:
7 """
8 Create the list of even numbers within 0..1 ’000 ’000.
9

10 :return: the list of even numbers within 0..1 ’000 ’000
11 """
12 return [i for i in range (1 _000_001) if i % 2 == 0]
13
14
15 # Perform 50 repetitions of 1 execution of create_by_comprehension.
16 # Obtain the minimum runtime of any execution as the lower bound of how
17 # fast this code can run.
18 time_in_s: float = min(repeat(
19 create_by_comprehension , number=1, repeat =50))
20 print(f"runtime/call: {1000 * time_in_s :.3} ms.") # Print the result.

↓ python3 list_of_numbers_comprehension.py ↓

Listing 10.7: The stdout of the program list_of_numbers_comprehension.py given in Listing 10.6.
1 runtime/call: 51.3 ms.

the list numbers . Finally, it returns the list.

To measure the runtime of this function, we first import the function repeat from the mod-
ule timeit . We tell repeat to call our function create_by_append one time and measure the consumed
runtime (which will be in seconds and stored in a float). However, due to the above factors which
may influence the runtime, a single measurement is not very reliable [214]. We thus instruct repeat
to take 90 such measurements. All of the measured runtimes are then return as a list[float] . The
documentation of timeit [287] says:

Note: it’s tempting to calculate mean and standard deviation from the result vector
and report these. However, this is not very useful. In a typical case, the lowest value
gives a lower bound for how fast your machine can run the given code snippet; higher
values in the result vector are typically not caused by variability in Python’s speed, but
by other processes interfering with your timing accuracy. So the min() of the result is
probably the only number you should be interested in. After that, you should look at
the entire vector and apply common sense rather than statistics.

— [287], 2001

Best Practice 46 When measuring the runtime of code for one specific set of inputs, it makes
sense to perform multiple measurements and to take the minimum of the observed values [287].
The reason is that there are many factors (CPU temperature, other processes, . . . ) that may
negatively impact the runtime. However, there is no factor that can make your code faster than
what your hardware permits. So the minimum is likely to give the most accurate impression of
how fast your code can theoretically run on your machine. Notice, however, that there might
be effects such as caching that could corrupt your measurements.

So we do just that. We print the result of min applied to the returned list. We format the output to
be in milliseconds and rounded to three digits, to be a bit more readable. The result can be seen in
Listing 10.5.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/list_of_numbers_comprehension.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/list_of_numbers_comprehension.py
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Now the PDF of this book is built automatically using a GitHub Action [52]. This action executes
all the Python example programs and weaves their output into the book. Everytime I update the book,
this process is repeated. This means that, when writing this text, I do not know what value you will
see in Listing 10.5. On my local machine, I get runtime/call: 30.1 ms.

Anyway, in order to test whether list comprehension is really faster than iterative list construction
via append , we now write the second program Listing 10.6. This program is very similar to Listing 10.4.
It defines a function create_by_comprehension which creates the very same list as create_by_append
does in Listing 10.4. However, it uses list comprehension. We measure the runtime of this function
in exactly the same way as before. In Listing 10.7, you can see the result. Of course, this result may
be different every time the book is compiled using the GitHub Action mentioned above. On my local
machine, I get runtime/call: 28.7 ms.

This confirms that list comprehension is indeed a bit faster than iterative list construction on
Python 3.12. The difference may have been bigger on older Python versions, but it is there. Five
percent of runtime saved are nice. And even if list comprehension was not faster than iteratively
constructing a list, it would still be better code, because it is shorter and more readable.

10.3 Interlude: doctests

As last example for list comprehension, let us consider the following scenario: Let’s say that you have
several different lists. You want to create a new list that contains all the elements of each of these
existing lists. In Listing 10.8, we implement a function flatten that achieves an even more general
variant of this task: You can pass in an Iterable of other Iterables . Since listss are Iterables ,
this allows you to pass in a list of listss . But you could also pass a tuple of sets if you want. The
return value of flatten is a list containing the elements of all of the “inner” Iterables .

flatten creates this list from its parameter iterables by simply returning
[value for subiterable in iterables for value in subiterable] . The variable subiterable
iterates over iterables , i.e., becomes one of the, e.g., sub-list, at a time. Then, value iterates over
the elements of subiterable . Thus, it iteratively takes on each of the values in each of the sub-list.
Since we return a list with all of these values, we effectively flatten the list. It may be a bit confusing
that the inner for-loop here is actually the outer for-loop and vice-versa, but we experienced this

Listing 10.8: A function that flattens lists and other Iterables using list comprehension. (src)
1 """A utility for flatten sequences of sequences."""
2
3 from typing import Iterable
4
5
6 def flatten(iterables: Iterable[Iterable ]) -> list:
7 """
8 Flatten an :class:‘Iterable ‘ of ‘Iterable ‘s to a flat list.
9

10 :param iterables: the ‘Iterable ‘ containing other ‘Iterable ‘s.
11 :return: a list with all the contents of the nested ‘Iterable ‘s.
12
13 >>> flatten ([[1, 2, 3], [4, 5, 6]])
14 [1, 2, 3, 4, 5, 6]
15
16 >>> flatten ([[1, 2, 3], [], [4, 5, 6]])
17 [1, 2, 3, 4, 5, 6]
18
19 >>> flatten ([[[1] , [2], [3]], [], [[4], [5], [6]]])
20 [[1], [2], [3], [4], [5], [6]]
21
22 >>> flatten (([1, 2, 3], (4, 5, 6), {"a": 7, "b": 8}))
23 [1, 2, 3, 4, 5, 6, ’a’, ’b’]
24 """
25 return [value for subiterable in iterables for value in subiterable]

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/list_flatten_iterables.py
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Listing 10.9: The output of pytest executing the doctests for the examples for list comprehension in
Listing 10.8: The test succeeded. We used the test execution script given in Listing 16.5.

1 $ pytest --timeout =10 --no-header --tb=short --doctest -modules
↪→ list_flatten_iterables.py

2 ========================== test session starts ==========================
3 collected 1 item
4
5 list_flatten_iterables.py . [100%]
6
7 =========================== 1 passed in 0.01s ===========================
8 # pytest 8.3.5 with pytest -timeout 2.3.1 succeeded with exit code 0.

already when we computed [f"{m}{n}"for m in "abc"for n in "xy"] . in an earlier example.

Normally, we would also provide some code that actually executes flatten and present its output.
This time, we do something else: We present doctests for flatten .

Useful Tool 7 A doctest is a unit test written directly into the docstring of a function or
module. We therefore insert small snippets of Python code and their expected output. The
first line of such codes is prefixed py >>> . If a statement needs multiple lines, any following
line is prefixed by ... . After the snippet, the expected output is written. The doctests can
be by modules like doctest [80] or tools such as pytest [159] (Useful Tool 5). They collect
the code, run it, and compare its output to the expected output in the docstring. If they do
not match, the tests fail. We use pytest in this book, with the default configuration given in
Listing 16.5.

Using doctests has a very unique advantage: It allows us to include examples of how our code should
be used directly into the docstrings. And these examples can directly serve as unit tests! Let’s read
the docstrings of our flatten function in Listing 10.8.

The first doctest tells us that if we invoke flatten([[1, 2, 3], [4, 5, 6]]) , we can expect the
output [1, 2, 3, 4, 5, 6] . In other words, our function will flatten the list of two lists into a single
list. Then, we see that flatten([[1, 2, 3], [], [4, 5, 6]]) should produce [1, 2, 3, 4, 5, 6]
as well. The single empty list in the list-of-lists disappears, because it has no elements.

flatten can only reduce two list levels to one. Passing a list-of-lists-of-lists to flatten as in the
third test (flatten([[[1], [2], [3]], [], [[4], [5], [6]]])) will only remove one list level. It
results in a list-of-lists ([[1], [2], [3], [4], [5], [6]]).

Since flatten works with Iterables , it also accepts mixed input. The final doctest
symbolizes this as follows: For flatten(([1, 2, 3], (4, 5, 6), "a": 7, "b": 8)) , we get
[1, 2, 3, 4, 5, 6, ’a’, ’b’] as the result.

As you can see, the documentation in form of examples also explains what output we should expect.
We now execute pytest with the additional option --doctest-modules . The output in Listing 10.9
shows that our function indeed fulfills the requirements imposed by its doctests.

Best Practice 47 Where ever possible, the docstrings of functions and modules should contain
doctests. This provides unit tests as well as examples as how the code should be used. Since
doctests are usually brief, they are a quick and elegant way to complement more comprehensive
unit tests in separate files (see Best Practice 36).

While we here execute the doctests using pytest from the command line, you can also run them directly
in PyCharm. We do this later in Section 13.4.

10.4 Set Comprehension

Set comprehension works very much the same as list comprehension. The corresponding syntax is as
follows:



CHAPTER 10. ITERATION, COMPREHENSION, AND GENERATORS 172

Listing 10.10: Some simple examples for set comprehension. (stored in
file simple_set_comprehension.py ; output in Listing 10.11)

1 """ Simple examples for set comprehension."""
2
3 from math import isqrt # computes the integer parts of square roots
4
5 roots_1: set[int] = set() # We can start with an empty set.
6 for i in range (100): # Then we use a for -loop over the numbers 0 to 99.
7 roots_1.add(isqrt(i)) # Add the integer part of sqrt to the set.
8 print(f" result of construction: {roots_1}") # Print the result.
9

10 # Or we use set comprehension as follows:
11 roots_2: set[int] = {isqrt(j) for j in range (100)}
12 print(f"result of comprehension: {roots_2}") # Print the result.
13
14 # Compute the set of numbers in 2..99 which are not prime.
15 not_primes: set[int] = {k for k in range(2, 100)
16 for m in range(2, k) if k % m == 0}
17 # The set of numbers in 2..99 which are not in not_primes are primes.
18 primes: set[int] = {n for n in range(2, 100) if n not in not_primes}
19 print(f"prime numbers: {primes}")

↓ python3 simple_set_comprehension.py ↓

Listing 10.11: The stdout of the program simple_set_comprehension.py given in Listing 10.10.
1 result of construction: {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}
2 result of comprehension: {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}
3 prime numbers: {2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53,

↪→ 59, 61, 67, 71, 73, 79, 83, 89, 97}

1 #␣Create␣a␣set␣from␣the␣items␣in␣a␣sequence;␣the␣condition␣is␣optional
2 {expression␣for␣item␣in␣sequence␣if␣condition}

In Listing 10.10, we provide some simple examples for set comprehension and in Listing 10.11 you can
find the output of the program. First, we create a set with the results of the isqrt function from the
math module. This function computes the integer part of a square root, i.e., isqrt(i) =

⌊√
i
⌋
. We

want to create the set with all results of this function for the values i from 0 to 99. We first do this
by starting with an empty set roots_1 and then iteratively append the values by calling roots_1.add
in a for-loop. The constructed set contains, obviously, the values 0 to 9. Each value is contained a
single time, because this is how sets work.

We now create the same set using set comprehension. The set roots_2 created by evaluating
{isqrt(j)for j in range(100)} is exactly the same as roots_1 . Set comprehension works exactly
like list comprehension, and our first examples are also almost the same.

Let us now try do something more interesting: We want to create the set primes of the prime
numbers [67, 238, 317] in the range 2 to 99. We already created a beautiful program doing this
efficiently in Listing 7.11. This time, we will use set comprehension.

We first compute the set of numbers that are not prime. For this purpose, we let a variable k
iterate from 2 to 99 . For each value of k , a second variable m iterates from 2 to k - 1 . For every
single one of the resulting k-m combinations, we will add the value of k to the set if the condition
k % m == 0 is met. In other words, every single time we find a number m that can divide k without
remainder, we will insert k into the set. If we would be doing a list comprehension, this would yield
a huge list where many values of k appear repeatedly. However, we are doing set comprehension, so
each value can occur at most once.

This extremely computationally inefficient gives us the set not_primes . If a number can be divided
by another one which is larger than 1 and smaller than the number itself, then it can obviously not be a
prime number. Having the numbers which are not primes, we can now use a second set comprehension
to get the numbers which are primes. {n for n in range(2, 100)if n not in not_primes} lets a

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_set_comprehension.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_set_comprehension.py
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variable n again iterate from 2 to 99. It includes each value of n in the set to be constructed if n is
not in the set not_primes . Indeed, this yields the set of prime numbers correctly (but does in a very
inefficient way).

10.5 Dictionary Comprehension

Dictionary comprehension works almost the same as set and list comprehension [310]. Different from
them, it assigns values to keys and therefore has two expressions denoting each entry, separated by : .
This is also the difference between the syntax of set and dictionary comprehension. Both of them use
curly braces, but in dictionary comprehension, keys and values are separated by : , whereas in a set
comprehension, only single values are given. Dictionary comprehension has the following syntax:

1 #␣Create␣a␣dict␣from␣the␣items␣in␣a␣sequence;␣the␣condition␣is␣optional
2 {expression1:␣expression2␣for␣item␣in␣sequence␣if␣condition}

In Listing 10.12 we provide some examples for dictionary comprehension. We again start by “manually”
creating a dictionary and then show how dictionary comprehension is much more concise. Similar to
Listing 10.1, where we discussed list comprehension, we want to construct a datastructure with the
squares of the numbers from 0 to 10. This time, we use a dictionary and assign the squares (as values)
to the numbers (the keys).

We start with an empty dictionary squares_1 . Then we use a for loop iterating a variable i
over the range(11) . In the loop body, we assign squares_1[i] = i ** 2 , i.e., associate each number
with its square. The output in Listing 10.13 shows that this produces the expected result. We can
shorten this loop into a single dictionary comprehension. {i: i ** 2 for i in range(11)} produces
the exactly same result.

Let us now try something more fancy. We want to create a dictionary maxdiv that holds the
largest divisor m for each number k from the range 2..20 with m < k. We can apply the same (very
inefficient) principle that we used in Listing 10.10 when constructing the set of none-prime numbers.

Listing 10.12: Some simple examples for set comprehension. (stored in
file simple_dict_comprehension.py ; output in Listing 10.13)

1 """ Simple examples for dictionary comprehension."""
2
3 squares_1: dict[int , int] = {} # We can start with an empty dictionary.
4 for i in range (11): # Then we use a for -loop over the numbers 0 to 9.
5 squares_1[i] = i * i # And place the square numbers in the dict.
6 print(f" result of construction: {squares_1}") # Print the result.
7
8 # Or we use dictionary comprehension as follows:
9 squares_2: dict[int , int] = {i: i ** 2 for i in range (11)}

10 print(f"result of comprehension: {squares_2}") # Print the result.
11
12 # Compute the largest divisors of numbers which are not prime.
13 maxdiv: dict[int , int] = {k: m for k in range (21)
14 for m in range(1, k) if k % m == 0}
15 print(f"largest divisors of non -primes: {maxdiv}")

↓ python3 simple_dict_comprehension.py ↓

Listing 10.13: The stdout of the program simple_dict_comprehension.py given in Listing 10.12.
1 result of construction: {0: 0, 1: 1, 2: 4, 3: 9, 4: 16, 5: 25, 6: 36, 7:

↪→ 49, 8: 64, 9: 81, 10: 100}
2 result of comprehension: {0: 0, 1: 1, 2: 4, 3: 9, 4: 16, 5: 25, 6: 36, 7:

↪→ 49, 8: 64, 9: 81, 10: 100}
3 largest divisors of non -primes: {2: 1, 3: 1, 4: 2, 5: 1, 6: 3, 7: 1, 8: 4,

↪→ 9: 3, 10: 5, 11: 1, 12: 6, 13: 1, 14: 7, 15: 5, 16: 8, 17: 1, 18: 9,
↪→ 19: 1, 20: 10}

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_dict_comprehension.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_dict_comprehension.py
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First, of course, we need to let the variable k iterate over range(21) , i.e., let k take on the values 0 , 1 ,
2 , . . . , 19 , 20 . Now we let a second variable m iterate over range(1, k) , meaning that m takes on the
values 1 , 2 , . . . , k - 1 . We store the association k: m in the dictionary if the condition k % m == 0
is met, i.e., if m divides k without remainder.

For most k , condition will be met be several m . However, a dictionary allows each key to appear at
most once. In the dictionary comprehension, the last m value that meets the condition prevails. Since
m iterates over strictly increasing values, this will be the largest divisor. Nevertheless, this is the reason
why this computation is wildly inefficient . . . but it makes for a nice example.

Notice that, different from our prime-number-set example, where m started at 2 , it here m starts
at 1 . For any prime number k, the largest divisor m < k is then correctly 1. For 1, no such divisor
exists, so 1 does not appear in the dictionary maxdiv . Finally, maxdiv is printed and indeed contains
the largest divisors for the numbers k ≤ 20.

10.6 Generator Expressions

List comprehension gives us the ability to elegantly solidify a sequence of data into an instance of list .
A list datastructure is basically one compact chunk of memory holding all the elements of the list. A
list can be extended by adding elements to it, but it will always be managed as such a continuous area
of memory. It cannot exist in memory partially, but always as a whole. And typically, this is what we
want: We want a datastructure that can store the elements and that lets us access them in an efficient
way.

However, this is not the right solution for all tasks. Let’s say you have a sequence of ele-
ments and you just want to add them all up. The sum function does exactly this. It accepts an
Iterator as input. It repeatedly invokes next to get its elements and adds them in a running sum.
sum([i ** 2 for i in range(100)]) adds up the squares of the values i for i ∈ 0..99. The list
comprehension therefore first creates a list holding all these square values. This list is passed to
sum , which then iterates over it and computes, well, the sum of the values.

This looks fine, but it has one drawback, namely the creation of the complete list in memory.
Actually, all that we (or the sum function) need to do is to access the elements one-by-one. We need
to do this only exactly once. There is no need to keep all the elements in memory. Matter of fact, all
we really want is to repetitively invoke next on an Iterator , as we discussed in Section 10.1. This is
how sum is implemented. It does not require the complete list to exist in memory. All it requires is
that the elements be provided via the next function of the Iterator it receives as input.

To allow us to create “lazy” sequences that return their elements as needed (instead of keeping them
all in memory all the time), generator expressions exist [124]. The syntax for generator expressions is
basically the same as for list expressions, except that we use parenthesis instead of square brackets:

1 #␣A␣generator␣with␣the␣items␣in␣a␣sequence;␣the␣condition␣is␣optional
2 (expression␣for␣item␣in␣sequence␣if␣condition)
3
4 #␣If␣generator␣expressions␣are␣single␣function␣parameters ,␣then␣the
5 #␣parentheses␣are␣unnecessary.
6 function(expression␣for␣item␣in␣sequence␣if␣condition)

First, let us investigate how generator expressions work internally. In Listing 10.14, we create the
generator expression (i ** 2 for i in range(1_000_000_000)) . If this was a list comprehension, it
would try to fit one billion integer values into our memory. But since it is a generator expression, it
will create the next value i and compute i ** 2 only when they are actually needed. The proper type
hint for generator expressions is Generator[type, None, None] , where type is the type of elements
(here int) and Generator is imported from the typing module. Anyway, we store the generator
expression into a variable gen . As the output shows, the type of gen is <class ’generator’> , not
list and neither tuple . We can obtain the first element of the sequence, 0 , by invoking next(gen) .
The second invocation of next(gen) yields 1 and the third call to next(gen) gives us 4 . Finally, as
expected, next(gen) again returns 9 . In our example program, we stop here. This means that the
999’999’996 elements are never created.

To better understand this, let us try to construct a generator expression which explicitly tells us
when an element is created. For this, we first create the function as_str in Listing 10.16,. as_str
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Listing 10.14: An investigation of how generator expressions work by using the next function. (stored
in file generator_expressions_next_1.py ; output in Listing 10.15)

1 """ The iteration behavior of generator expressions and ‘next ‘."""
2
3 from typing import Generator # Import the generator type hint.
4
5 gen: Generator[int , None , None] = (i ** 2 for i in range(1 _000_000_000))
6 print(f"{type(gen) = }") # Type is ‘generator ‘, not ‘tuple ‘
7 print(f"{next(gen) = }") # Returns first element = 0
8 print(f"{next(gen) = }") # Returns second element = 1
9 print(f"{next(gen) = }") # Returns third element = 4

10 print(f"{next(gen) = }") # Returns fourth element = 9
11 # We stop using the generator here , so the remaining 999999996 elements
12 # are never generated.

↓ python3 generator_expressions_next_1.py ↓

Listing 10.15: The stdout of the program generator_expressions_next_1.py given in Listing 10.14.
1 type(gen) = <class ’generator ’>
2 next(gen) = 0
3 next(gen) = 1
4 next(gen) = 4
5 next(gen) = 9

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_next_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_next_1.py
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Listing 10.16: An investigation of the lazy evaluation in generator expressions by using the next
function. (stored in file generator_expressions_next_2.py ; output in Listing 10.17)

1 """ The iteration behavior of generator expressions and ‘next ‘."""
2
3 from typing import Generator # Import the generator type hint.
4
5
6 def as_str(a: int) -> str:
7 """
8 A simple function printing ‘a‘ and returning it as ‘str ‘.
9

10 :param a: the input number
11 :return: the output
12
13 >>> as_str (5)
14 input is 5
15 ’5’
16 """
17 print(f"input is {a}") # Will show that generator is lazy -evaluated
18 return str(a)
19
20
21 lst: list[str] = [as_str(j) for j in range (3)]
22 print("list created")
23 print(f"{next(iter(lst)) = }\n")
24
25 gen: Generator[str , None , None] = (as_str(j) for j in range (3))
26 print("generator created")
27 print(f"{next(gen) = }") # Prints input , then prints ‘"0"‘
28 print(f"{next(gen) = }") # Prints input , then prints ‘"1"‘
29 print(f"{next(gen) = }", flush=True) # Last print , ‘"2"‘
30 print(f"{next(gen) = }", flush=True) # Raises StopIteration

↓ python3 generator_expressions_next_2.py ↓

Listing 10.17: The stdout and stderr as well as the exit code of the pro-
gram generator_expressions_next_2.py given in Listing 10.16.

1 input is 0
2 input is 1
3 input is 2
4 list created
5 next(iter(lst)) = ’0’
6
7 generator created
8 input is 0
9 next(gen) = ’0’

10 input is 1
11 next(gen) = ’1’
12 input is 2
13 next(gen) = ’2’
14 Traceback (most recent call last):
15 File "{...}/ iteration/generator_expressions_next_2.py", line 30, in <

↪→ module >
16 print(f"{next(gen) = }", flush=True) # Raises StopIteration
17 ^^^^^^^^^
18 StopIteration
19 # ’python3 generator_expressions_next_2.py’ failed with exit code 1.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_next_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_next_2.py
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accepts an integer parameter a as input. It immediately writes f"input is {a}" to the stdout. This
means that whenever as_str is called, we will immediately see some output. Then, it returns simply
the string representation of a , i.e., str(a) .

Let us first use this function in a list comprehension lst = [as_str(j)for j in range(3)] . The
list comprehension creates the entire list. This means in the moment this line of code is executed and
lst is created, our function as_str will be invoked three times, with a = 0 , a = 1 , and a = 2 . We
can see that this happens when the list is created, because all the as_str-output happens before the
print("list created") completes. In the next line, we print the value of next(iter(lst)) . This
creates an Iterator over lst (via iter) and returns its first element (via next). The corresponding
output appears after the output written by our as_str function. This shows that the list has indeed
be created in its entirety before we began processing it in the next line.

What happens if the use as_str in a generator expression instead? We
set gen = (as_str(j)for j in range(3)) – and nothing happens. The next line,
print("generator created") prints its output. Obviously, as_str has not yet been invoked.

We now iteratively query gen with next . Indeed, the first time we do this, input is 0 appears
in stdout before the result of the interpolated f-string f"next(gen): {next(gen)}" is printed. When
we query next(gen) again in the next line, input is 1 appears, and so on. Clearly the elements of
the generator expression are indeed created when needed. This is called lazy evaluation. No memory
is wasted during this process, as only one element exists in memory at a time.

Eventually, after the third next(gen) call, the range(3) is exhausted. Calling next(gen) a fourth
time leads to a StopIteration exception being raised. This is not an error, but signals the end of the
iteration. We can iterate over a generator expression only a single time, because this StopIteration
getting raised.

Best Practice 48 Generator expressions shall be preferred over list comprehension if the se-
quence of items only needs to be processed once. Generator expression require less memory. If
the iteration over the elements can stop early, which can happen, e.g., when using the all or
any functions, they may also be faster.

Generator expressions come in especially handy when we want to reduce or aggregate a sequence of
data to a single number. Listing 10.18 shows several examples for such computations.

First, we want to sum up the squares of all numbers from 0 to 999’999. This was the example
we mentioned at the beginning of this section. We can compute this by passing the generator expres-
sion (j ** 2 for j in range(1_000_000)) to the sum function. Notice that we do not need to write
sum((generator expression...)) but single parentheses are sufficient. The result of the summation
is 333’332’833’333’500’000.

We now want to find the largest and smallest value that sin k takes on for any k ∈ −99..99. We
write the generator expression (sin(k)for k in range(-100, 100)) and pass it to max to get the
maximum value as well as to min to get the minimum value of the sequence. Again it is not necessary
to write double-parentheses.

As next example, we first create a list words of, well, words ["hello", "how", "are", "you"] .
We want to know if all words in the list contain the letter “e”. The generator expression
"e" in word for word in words evaluates "e" in word for every word in the list words . It would
produce the sequence True , False , True , and False . We pass it to the function all , which re-
turns True if and only if all the elements in the sequence that it receives as argument are True .
Otherwise it returns False . It will obviously return False here as well. The interesting thing is that
all can stop calling next on our generator as soon as it hits the first False . In other words, our
generator will never evaluate "e" in "are" , because "e" in "how" is already False and it is clear, at
this point, that all must return False regardless of the rest of sequence. If we had used list compre-
hension, all the words would have been checked and the corresponding bool values would have been
stored in a list . Using the generator expression, we only generated a part of the data (and stored it
nowhere).

A complement to the all function is the any function. We now want to know whether
the letter “w” appears in any of the words. For this, we write the generator expression
("w" in word for word in words) . If evaluates "w" in word for every word in the list words . We
pass this generator expression to the function any . any returns True if at least one of the elements of
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Listing 10.18: The use of generator expressions in reducing functions, such as sum , min , max , all ,
and any . (stored in file generator_expressions_in_reduction.py ; output in Listing 10.19)

1 """ Generator expressions in functions reducing them to single values."""
2
3 from math import sin
4
5 sum_of_squares: int = sum(j ** 2 for j in range (1 _000_000))
6 print(f"sum of squares for j in 0..1 ’000 ’000: {sum_of_squares}")
7
8 largest: float = max(sin(k) for k in range(-100, 100))
9 print(f" largest sin(k) for k in -99..99: {largest}")

10
11 smallest: float = min(sin(m) for m in range(-100, 100))
12 print(f"smallest sin(m) for m in -99..99: {smallest}")
13
14 words: list[str] = ["hello", "how", "are", "you"]
15 print(f"The words are: {words!r}")
16
17 e_in_all: bool = all("e" in word for word in words)
18 print(f"Does every word contain an ’e ’: {e_in_all}")
19
20 w_in_any: bool = any("w" in word for word in words)
21 print(f"Does any word contain a ’w ’: {w_in_any}")

↓ python3 generator_expressions_in_reduction.py ↓

Listing 10.19: The stdout of the program generator_expressions_in_reduction.py given in List-
ing 10.18.

1 sum of squares for j in 0..1 ’000 ’000: 333332833333500000
2 largest sin(k) for k in -99..99: 0.9999902065507035
3 smallest sin(m) for m in -99..99: -0.9999902065507035
4 The words are: [’hello ’, ’how ’, ’are ’, ’you ’]
5 Does every word contain an ’e’: False
6 Does any word contain a ’w’: True

its argument sequence also is True . It returns False if all of the elements in the argument sequence
are also False . We immediately see that "w" in "how" is True , so the result of any will also be True .
And again, the evaluation of the sequence can stop at the point that the first True value is reached.
Lazy evaluation here again reduces both the runtime and memory footprint.

We said before that Python for loops actually work on Iterators . Every Generator is also an
Iterator . Therefore, we can of course also iterate over generator expressions using a for loop. This
is illustrated in Listing 10.20.

We create a generator gen which creates the tuples (n, sinn) for all n ∈ 0..1′000′000′000 by
writing ((n, sin(n))for n in range(1_000_000_000)) . For some reason, we want to find the first n
for which sinn < −0.99999. We therefore iterate over this generator gen and directly unpack the
tuples, in the same way we did back in Section 7.4 when looping over collections. The variable o gets
the original value of n , which is stored in the first tuple elements, and the variable p will take on sin n .
We place the conditional if p < -0.99999 to check for the number we want to find. If the expression
p < -0.99999 evaluates to True , we print the discovered values and leave the loop via break . The
output sin(11)=-0.9999902065507035 tells us that only 12 loop steps were done (as n starts with 0).
Using a generator here was not just more memory efficient than using a list, it also was faster (because
it did not need to compute all the values). Well, of course, we would not have needed any generator
or datastructure in the first place. We could have just iterated over the range directly, which would
have been even more efficient . . . but then we could not have used this as an example.

Finally, generator expressions can also be passed to the constructors of collection datastructures or
other functions that create such datastructures. Assume that we are processing numbers stored in a
comma-separated values (CSV) format. Often, the rows of text files with tabular or matrix data are in
this format. In Listing 10.22, we first define a string csv_text with the value "22,56,33,67,43,33,12" .

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_in_reduction.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_in_reduction.py
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Listing 10.20: The behavior of generator expressions in for loops. (stored in
file generator_expressions_loops.py ; output in Listing 10.21)

1 """ Generator expressions in ‘for ‘ loops."""
2
3 from math import sin
4 from typing import Generator
5
6 # The generator expression produces tuples (n, sin(n)).
7 gen: Generator[tuple[int , float], None , None] = (
8 (n, sin(n)) for n in range (1 _000_000_000))
9

10 # The for loop iterates over the generator expression and unpacks the
11 # tuples into the variables o and p.
12 for o, p in gen:
13 if p < -0.99999: # We look for an n with sin(n) < -0.99999.
14 print(f"sin({o})={p}") # We found it and print it.
15 break # And stop the iteration , not using the full range.

↓ python3 generator_expressions_loops.py ↓

Listing 10.21: The stdout of the program generator_expressions_loops.py given in Listing 10.20.
1 sin (11) = -0.9999902065507035

Invoking csv_text.split(",") will split the string into a list of single strings based on the delim-
iter "," . This will thus yield ["22", "56", "33", "67", "43", "33", "12"] . We can use this list
in a generator expression. For example, (int(i)for i in csv_text.split(",")) is a generator that
converts the strings in the list into integers. Passing this generator to the list constructor, i.e., call-
ing list(int(i)for i in csv_text.split(",")) will create a list with the contents of the generator.
This also works exactly the same when passing it to the tuple or set constructors which then create
a tuple or a set , respectively. Notice, however, that the constructed set only contains each element
at most once, i.e., duplicates are removed.

We can also pass a generator to the sorted function mentioned back in Section 5.3. This function
takes a sequence and returns a sorted list with the same contents. Dictionaries can be created from
sequences of tuples . The first element of each tuple is used as key and the second one as value. We
pass a generator that returns the tuples (i, int(i)) for each i in csv_text.split(",") to dict . The
keys of the new dictionary are thus the original strings and the values are their integer representation.
Notice that this dictionary also does not contain duplicates.

If we apply the trusty tool Ruff to Listing 10.22, it tells us that using generators to create lists, sets,
and dictionaries is unnecessary, since we could use the corresponding comprehension instead. There is
no tuple comprehension, though, and also passing the generator expression to the sorted function is
without better alternative.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_loops.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_loops.py
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Listing 10.22: Using generator expressions when creating collection datastructures. (stored in
file generator_expressions_to_collection.py ; output in Listing 10.23)

1 """ Using generator expressions to create collections."""
2
3 csv_text: str = "22,56,33,67,43,33,12"
4
5 as_list: list[int] = list(int(i) for i in csv_text.split(","))
6 print(f"a generator converted to a list: {as_list}.")
7
8 as_tuple: tuple[int , ...] = tuple(int(i) for i in csv_text.split(","))
9 print(f"a generator converted to a tuple: {as_tuple}.")

10
11 as_set: set[int] = set(int(i) for i in csv_text.split(","))
12 print(f"a generator converted to a set: {as_set}.")
13
14 as_sorted_list: list[int] = sorted(int(i) for i in csv_text.split(","))
15 print(f"a generator converted to a sorted list: {as_sorted_list}.")
16
17 as_dict: dict[str , int] = dict((i, int(i)) for i in csv_text.split(","))
18 print(f"a generator of tuples converted to a dict: {as_dict}.")

↓ python3 generator_expressions_to_collection.py ↓

Listing 10.23: The stdout of the program generator_expressions_to_collection.py given in List-
ing 10.22.

1 a generator converted to a list: [22, 56, 33, 67, 43, 33, 12].
2 a generator converted to a tuple: (22, 56, 33, 67, 43, 33, 12).
3 a generator converted to a set: {33, 67, 43, 12, 22, 56}.
4 a generator converted to a sorted list: [12, 22, 33, 33, 43, 56, 67].
5 a generator of tuples converted to a dict: {’22’: 22, ’56’: 56, ’33’: 33,

↪→ ’67’: 67, ’43’: 43, ’12’: 12}.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_to_collection.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/generator_expressions_to_collection.py
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Listing 10.24: The output of Ruff for collection creation-expressions in Listing 10.22: Passing generators
to list , set , or dict constructors could be replaced by list-, set-, or dictionary comprehension.

1 $ ruff check --target -version py312 --select=A,AIR ,ANN ,ASYNC ,B,BLE ,C,C4 ,COM
↪→ ,D,DJ ,DTZ ,E,ERA ,EXE ,F,FA ,FIX ,FLY ,FURB ,G,I,ICN ,INP ,ISC ,INT ,LOG ,N,NPY ,
↪→ PERF ,PIE ,PLC ,PLE ,PLR ,PLW ,PT ,PYI ,Q,RET ,RSE ,RUF ,S,SIM ,T,T10 ,TD,TID ,TRY ,
↪→ UP,W,YTT --ignore=A005 ,ANN001 ,ANN002 ,ANN003 ,ANN204 ,ANN401 ,B008 ,B009 ,
↪→ B010 ,C901 ,D203 ,D208 ,D212 ,D401 ,D407 ,D413 ,INP001 ,N801 ,PLC2801 ,PLR0904 ,
↪→ PLR0911 ,PLR0912 ,PLR0913 ,PLR0914 ,PLR0915 ,PLR0916 ,PLR0917 ,PLR1702 ,
↪→ PLR2004 ,PLR6301 ,PT011 ,PT012 ,PT013 ,PYI041 ,RUF100 ,S,T201 ,TRY003 ,UP035 ,W
↪→ --line -length 79 generator_expressions_to_collection.py

2 generator_expressions_to_collection.py :5:22: C400 Unnecessary generator (
↪→ rewrite as a list comprehension)

3 |
4 3 | csv_text: str = "22 ,56 ,33 ,67 ,43 ,33 ,12"
5 4 |
6 5 | as_list: list[int] = list(int(i) for i in csv_text.split (","))
7 | ^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^ C400
8 6 | print(f"a generator converted to a list: {as_list }.")
9 |

10 = help: Rewrite as a list comprehension
11
12 generator_expressions_to_collection.py :11:20: C401 Unnecessary generator (

↪→ rewrite as a set comprehension)
13 |
14 9 | print(f"a generator converted to a tuple: {as_tuple }.")
15 10 |
16 11 | as_set: set[int] = set(int(i) for i in csv_text.split (","))
17 | ^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^ C401
18 12 | print(f"a generator converted to a set: {as_set }.")
19 |
20 = help: Rewrite as a set comprehension
21
22 generator_expressions_to_collection.py :17:27: C402 Unnecessary generator (

↪→ rewrite as a dict comprehension)
23 |
24 15 | print(f"a generator converted to a sorted list: {as_sorted_list }.")
25 16 |
26 17 | as_dict: dict[str , int] = dict((i, int(i)) for i in csv_text.split

↪→ (","))
27 |

↪→ ^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^ C402
28 18 | print(f"a generator of tuples converted to a dict: {as_dict }.")
29 |
30 = help: Rewrite as a dict comprehension
31
32 Found 3 errors.
33 No fixes available (3 hidden fixes can be enabled with the ‘--unsafe -fixes ‘

↪→ option).
34 # ruff 0.11.2 failed with exit code 1.



CHAPTER 10. ITERATION, COMPREHENSION, AND GENERATORS 182

10.7 Generator Functions

The final element in Figure 10.1 that we did not yet discuss are generator functions [245]. From the
perspective of the user of a generator function, it is a function that returns an Iterator of values.
We can process the sequence of values provided by this Iterator in exactly the same ways already
discussed. We can iterate over it using a for loop. We can use it a comprehension or pass it to the
constructor of a collection, if we want to.

From the perspective of the implementor, however, it looks more like a function that can return
values several times. Instead of using the return keyword, this is achieved by using the yield keyword.
Each element of the sequence that we generate is produced by returning it via yield . This has the
feel of a function that can return a value, which is then processed by some outside code, and then the
function resumes to return more values.

Since this sounds quite confusing, let’s begin by looking at a very simple example. In Listing 10.25,
we create a generator which should produce only the values 1, 2, and 3. It is implemented as a
function generator_123 , which is declared with def like any normal Python function. The return
type is annotated as Generator[int, None, None] , meaning that this is a generator function which
produces int values. The function body consists only of the three statements yield 1 , yield 2 , and
yield 3 .

We can use the Generator returned by this function to populate a list : list(generator_123())
results in the list [1, 2, 3] . Of course we can also iterate over the Generator like over any nor-

Listing 10.25: A very simple generator function yielding the numbers 1, 2, and 3. (stored in
file simple_generator_function_1.py ; output in Listing 10.26)

1 """A simple example for generator functions."""
2
3 from typing import Generator # The type hint for generators.
4
5
6 def generator_123 () -> Generator[int , None , None]:
7 """A generator function which yields 1, 2, 3."""
8 yield 1 # The first time next (...) is called , the result is 1.
9 yield 2 # The second time next (...) is called , the result is 2.

10 yield 3 # The third time next (...) is called , the result is 3.
11
12 as_list: list[int] = list(generator_123 ()) # Create a list.
13 print(f"{as_list = }") # The list is [1, 2, 3].
14
15 gen: Generator[int , None , None] = generator_123 () # Use directly.
16 print(f"{next(gen) = }") # First time next: get 1.
17 print(f"{next(gen) = }") # Second time next: get 2.
18 print(f"{next(gen) = }", flush=True) # Third time next: get 3.
19 print(f"{next(gen) = }", flush=True) # raises StopIteration

↓ python3 simple_generator_function_1.py ↓

Listing 10.26: The stdout and stderr as well as the exit code of the pro-
gram simple_generator_function_1.py given in Listing 10.25.

1 as_list = [1, 2, 3]
2 next(gen) = 1
3 next(gen) = 2
4 next(gen) = 3
5 Traceback (most recent call last):
6 File "{...}/ iteration/simple_generator_function_1.py", line 19, in <

↪→ module >
7 print(f"{next(gen) = }", flush=True) # raises StopIteration
8 ^^^^^^^^^
9 StopIteration

10 # ’python3 simple_generator_function_1.py’ failed with exit code 1.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_generator_function_1.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_generator_function_1.py
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Listing 10.27: A generator function yielding the infinite sequence of Fibonacci numbers [256,
315]. (stored in file simple_generator_function_2.py ; output in Listing 10.28)

1 """A simple example for generator functions."""
2
3 from typing import Generator # The type hint for generators.
4
5
6 def fibonacci () -> Generator[int , None , None]:
7 """A generator returning Fibonacci numbers."""
8 i: int = 0 # Initialize i.
9 j: int = 1 # Initialize j.

10 while True: # Loop forever , i.e., generator can continue forever.
11 yield i # Return the Fibonacci number.
12 i, j = j, i + j # i = old_j and j = old_i + old_j
13
14
15 for a in fibonacci (): # Loop over the generated sequence.
16 print(a) # Print the sequence element.
17 if a > 30: # If a > 300, then
18 break # we stop the iteration.
19
20 # list(fibonacci ()) <-- This would fail!!

↓ python3 simple_generator_function_2.py ↓

Listing 10.28: The stdout of the program simple_generator_function_2.py given in Listing 10.27.
1 0
2 1
3 1
4 2
5 3
6 5
7 8
8 13
9 21

10 34

mal Iterator . We first set gen = generator_123() . The first time we invoke next(gen) , it returns 1 .
The second time we invoke next(gen) , it returns 2 . The third time we invoke next(gen) , it returns 3 .
The fourth call to next(gen) raises a StopIteration . This indicates that the end of the sequence is
reached. Indeed, we queried the generator function’s result exactly like a normal Iterator .

The interesting thing is that the function code is really disrupted by every yield and resumed
when next is called (unless the sequence was finished, that is). This becomes visible when we create
a generator function that returns an infinite sequence.

In Listing 10.27, we implement a generator function producing the Fibonacci numbers [256, 315].
These numbers follow the sequence Fn = Fn−1 +Fn−2 where F0 = 0 and F1 = 1. We therefore define
the function fibonacci , which is annotated to return a Generator . It begins by setting i = F0 = 0
and j = F1 = 1. In a while loop which will never stop (as the loop condition is imply set to True),
it always yields i . Then, assign i and j to j and i + j , respectively. This stores the old value of j
in i . It also stores the sum of the old i and j values in j . In the next loop iteration, yield will then
produce the next Fibonacci number.

We can now loop over the Generator returned by fibonacci() in a normal for loop. This would
result in an endless loop, unless we insert some termination condition. In our loop, we print the
Fibonacci numbers a we get, but stop the iteration via break once a > 300 .

It should be mentioned that doing something like list(fibonacci()) would be a very bad idea. It
would attempt to produce an infinitely large list, which would lead to an MemoryError .

As final example for generator functions, let us wrap our code for enumerating prime numbers [67,

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_generator_function_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/simple_generator_function_2.py
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Listing 10.29: A generator function yielding the infinite sequence of prime numbers [67, 238, 317]. (src)
1 """A generator function for prime numbers."""
2
3 from math import isqrt # The integer square root function.
4 from typing import Generator # The type hint for generators.
5
6
7 def primes () -> Generator[int , None , None]:
8 """
9 Provide a sequence of prime numbers.

10
11 >>> gen = primes ()
12 >>> next(gen)
13 2
14 >>> next(gen)
15 3
16 >>> next(gen)
17 5
18 >>> next(gen)
19 7
20 >>> next(gen)
21 11
22 """
23 yield 2 # The first and only even prime number.
24
25 found: list[int] = [] # The list of already discovered primes.
26 candidate: int = 1 # The current prime candidate
27 while True: # Loop over candidates.
28 candidate += 2 # Move to the next odd number as prime candidate
29 is_prime: bool = True # Let us assume that ‘candidate ‘ is prime
30 limit: int = isqrt(candidate) # Get maximum possible divisor.
31 for check in found: # We only test with the odd primes we got.
32 if check > limit: # If the potential divisor is too big ,
33 break # then we can stop the inner loop here.
34 if candidate % check == 0: # division without remainder
35 is_prime = False # check divides candidate evenly , so
36 break # candidate is not a prime. Stop the inner loop.
37
38 if is_prime: # If True: no smaller number divides candidate.
39 yield candidate # Return the prime number as next element.
40 found.append(candidate) # Store candidate in primes list.

238, 317] from back in Section 7.4 into a generator function in Listing 10.29. We used nested for loop
to produce the prime numbers in Listing 7.11, where the outer loop would iterate at most to 199. We
do not need such limit anymore, as we can assume that whoever will call our prime number enumeration
code will stop iterating whenever they have seen sufficiently many primes. A while True loop therefore
will be more appropriate. We also do not need to produce a list, so we do not need to store the only
even prime number (2) anywhere. Instead, we just yield 2 at the beginning of our generator and
move on. The last difference between the old and new code is that, once we confirm a number to be
prime, we do not just add it to the list found of odd primes, we also need to yield it.

We demonstrate how our generator works with a doctest. The test begins by instantiating the
Generator as gen = primes() . The first next(gen) call is supposed to return 2 . The second such
call shall return 3 , the third one 5 , the fourth one 7 . The fifth and last next(gen) invocation in
the doctest should return 11 . You can use pytest by yourself to check whether the code works as
expected. . .

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/prime_generator.py
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Listing 10.30: An example for takewhile and filter . (stored in file filter_takewhile.py ; output
in Listing 10.31)

1 """ Examples of ‘takewhile ‘ and ‘filter ‘."""
2
3 from itertools import takewhile # takes items while a condition is met
4 from math import isqrt # the integer square root
5
6 from prime_generator import primes # prime number generator function
7
8 less_than_50: list[int] = list(takewhile(lambda z: z < 50, primes ()))
9 print(f"primes less than 50: {less_than_50}")

10
11
12 def is_sqr_plus_1(x: int) -> bool:
13 """
14 Check whether ‘x‘ is of the form ‘y 2 +1‘.
15
16 :param x: the number to check
17 :return: ‘True ‘ if there is an integer ‘y‘ such that ‘x=y 2 +1‘.
18 """
19 y: int = isqrt(x)
20 return x == (y ** 2) + 1
21
22
23 sqrs_plus_1: list[int] = list(filter(is_sqr_plus_1 , takewhile(
24 lambda z: z < 1000, primes ())))
25 print(f"primes less than 1000 and of the form x 2 +1: {sqrs_plus_1}")

↓ python3 filter_takewhile.py ↓

Listing 10.31: The stdout of the program filter_takewhile.py given in Listing 10.30.
1 primes less than 50: [2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43,

↪→ 47]
2 primes less than 1000 and of the form x 2 +1: [2, 5, 17, 37, 101, 197, 257,

↪→ 401, 577, 677]

10.8 Operations on Iterators

Sequences play a very important role in Python programming. The fact that generator functions and
the yield keyword were added to the language just to provide a natural way to construct complex
sequences speaks for itself [245]. Naturally, there also are several utilities for working with and trans-
forming sequences. Some of these tools are directly provided as built-in functions, some ship with the
module itertools [140]. Here we want to discuss a few of them.

The first two tools we will look at are the built-in function filter and the takewhile function
from the itertools module. In the previous section, we implemented a generator function returning
the endless sequence of prime numbers in Listing 7.11. What would we do if we wanted a convenient
way to create a list of all prime numbers which are less than 50 by using this never-ending generator?
The answer can be found in Listing 10.30.

takewhile is a function with two parameters: The second parameter is an Iterator . Let’s say that
it provides a sequence of elements of some type T . The first parameter then is a predicate, which is a
function accepting one element of type T and returning a bool value. Back in Section 8.5, we learned
that we can also pass functions or lambdas as arguments to other functions. This is a practical example
of that. Basically, takewhile constructs a new Iterator which returns the elements from the original
Iterator as long as the predicate function returns True for them. As soon as the predicate returns
False , it will stop the iteration. Therefore, the answer to “How can I extract all the numbers less
than 50 from the prime sequence?” is simply to call akewhile(lambda z: z < 50, primes()) . This
sequence is now no longer infinitely long and can conveniently be converted to a list .

The built-in function filter works quite similarly. It, too, accepts a predicate and an Iterator as

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/filter_takewhile.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/filter_takewhile.py
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Listing 10.32: An example for the function map . (stored in file map.py ; output in Listing 10.33)
1 """ Examples of ‘map ‘: Transform the elements of sequences."""
2
3 # A string with comma -separated values (csv).
4 csv_text: str = "12,23,445,3,12,6,-3,5"
5
6 # Convert the csv data to ints by using ‘split ‘ and ‘map ‘, then filter.
7 for k in filter(lambda x: x > 20, map(int , csv_text.split(","))):
8 print(f"found value {k}.")
9

10 # Obtain all unique square numbers using ‘map ‘ and ‘set ‘.
11 csv_text_sqrs: set[int] = set(map(
12 lambda x: int(x) ** 2, csv_text.split(",")))
13 print(f"csv_text_sqrs: {csv_text_sqrs}")
14
15 # Get the maximum word length by using ‘map ‘, ‘len ‘, and ‘max ‘.
16 words: list[str] = ["Hello", "world", "How", "are", "you"]
17 print(f"longest word length: {max(map(len , words))}")

↓ python3 map.py ↓

Listing 10.33: The stdout of the program map.py given in Listing 10.32.
1 found value 23.
2 found value 445.
3 csv_text_sqrs: {36, 198025 , 9, 144, 529, 25}
4 longest word length: 5

input. Different from takewhile , the new Iterator created by filter does not stop if the predicate
returns False . However, it only returns only those elements for which the predicate returned True . In
Listing 10.30, we use this to select prime numbers x for which an integer y exists such that x = y2 +1.
This time, we implement the predicate as function is_sqr_plus_1 and pass this function to filter .
Since there again probably infinitely many such prime numbers, we return only those that are less
than 1000, for which we use takewhile . The results can be seen in Listing 10.31: There are ten such
primes. The smallest one is 12 + 1 = 2 and the largest one is 262 + 1 = 677.

Another important utility function when dealing with sequences is the function map . We explore
its use in Listing 10.32. Back in Listing 10.22, we used a generator expression to process data that
we exracted from a CSV-formatted string. Instead of doing int(s)for s in csv_text.split(",") we
can simply write map(int, csv_text.split(",") . The first argument to map is a function that should
be applied all of the elements in the sequence passed in as its second argument. The result of map is
a new sequence with the return values of this function. In Listing 10.32, we map the string csv_text
split at all "," to ints and then filter the sequence to retain only values greater than 20. We can
conveniently iterate over the resulting filtered and mapped sequence using a for loop.

How about we now obtain all the unique squares of the values in the CSV data, i.e., we discard all
duplicate squares. First, we again use split to divide the text into chunks based on the separator "," .
Then we map these chunks to integers and return their squares using the map function, but this provide
a lambda that does the transformation. Now we want to retain only the unique values. This can be
done by passing the resulting Iterator into the set constructor. A set, by definition, only contains
unique values. In the resulting output in Listing 10.33, we can see that 9 indeed only appears once
and so does 144 .

Finally, the map function also plays nicely together with aggregating functions like sum , min , or max .
In the final example for map , we have a list of words words and want to know the length of the longest
word. We can first map each word to its length via map(len, words) . This produces an Iterator of
word lengths, which we can directly pass to max .

Notice that map does not generate a data structure with all the transformed elements in memory.
Instead, the elements are constructed as needed (and thereafter disposed by the garbage collection
when no longer needed). This makes map an elegant and efficient approach to transforming sequences
of data.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/map.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/map.py
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Listing 10.34: An example for the function zip . (src)
1 """An examples of ‘zip ‘: Compute the distance between two points."""
2
3 from math import sqrt
4 from typing import Iterable
5
6
7 def distance(p1: Iterable[int | float],
8 p2: Iterable[int | float ]) -> float:
9 """

10 Compute the distance between two points.
11
12 :param p1: the coordinates of the first point
13 :param p2: the coordinate of the second point
14 :return: the point distance
15
16 >>> distance ([1, 1], [1, 1])
17 0.0
18
19 >>> distance ((0.0 , 1.0, 2.0, 3.0), (1.0, 2.0, 3.0, 4.0))
20 2.0
21
22 >>> distance ([100] , [10])
23 90.0
24
25 >>> try:
26 ... distance ([1, 2, 3], [4, 5])
27 ... except ValueError as ve:
28 ... print(ve)
29 zip() argument 2 is shorter than argument 1
30 """
31 return sqrt(sum((a - b) ** 2 for a, b in zip(p1 , p2, strict=True)))

Listing 10.35: The output of pytest executing the doctests for the zip example from Listing 10.34.
1 $ pytest --timeout =10 --no-header --tb=short --doctest -modules zip.py
2 ========================== test session starts ==========================
3 collected 1 item
4
5 zip.py . [100%]
6
7 =========================== 1 passed in 0.01s ===========================
8 # pytest 8.3.5 with pytest -timeout 2.3.1 succeeded with exit code 0.

As last example for sequence processing we play a bit with the zip function. This func-
tion accepts several Iterabless as argument and returns a new Iterator which steps through all
of input iterables in synch, returning tuples of with one value of each of them. For example,
zip([1, 2, 3], ["a", "b", "c"]) returns an Iterator that produces the the sequence (1, "a") ,
(2, "b") , and (3, "c") . Sometimes, the input Iterables may be of different length. To make
sure that such an error is properly reported with a ValueError , we must always supply the named
argument strict=True [38].

In Listing 10.34, we use zip to implement a function distance that computes the Euclidean
distance of two n-dimensional vectors or points p1 and p2 . The two points are supplied as Iterables
of either float or int . We could, for example, provide them as listss The Euclidean distance is
defined as

distance(p1, p2) =

√√√√ n∑
i=1

(p1 i − p2 i)
2 (10.1)

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/iteration/zip.py
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This means that we need to iterate over both points in lockstep. This is exactly what zip does. If
both points were provides as lists , then zip(p1, p2, strict=True) will, step by step, give us the
tuples (p1[0], p2[0]) , (p1[1], p2[1]) , . . . , until reaching the ends of the lists. We can now write the
generator expression (a - b)** 2 for a, b in zip(p1, p2, strict=True) . It uses tuple expansion
to extract the two elements a and b from each of the tuples that zip creates. It then computes the
square of the difference of these two elements. By passing the generator expression to the sum function
as-is, we can get the sum of these squares. Finally, the sqrt function from the math completes the
computation of the Euclidean distance as prescribed in Equation 10.1.

Instead of testing this new function distance with a small example program, we do so with doctests.
The doctest shows that the expected distance of two identical vectors with the same value [1, 1] should
be 0.0 . distance((0.0, 1.0, 2.0, 3.0), (1.0, 2.0, 3.0, 4.0)) , which basically is

√
1 + 1 + 1 + 1

should be 2.0 . The distance of the two one-dimensional vectors [100] and [10] should be 90.0 . If
we, however, pass in two vectors with different dimensions, this should result in a ValueError . The
output of pytest in Listing 10.35 shows that the example cases all return their expected results.

This concludes our treatment of operations on Iterators . We could only scratch the surface here.
The module itertools [140] which ships with Python offers many more useful functions. However, an
understanding of the principles of map , filter , and zip will enable the reader to explore these tools
by themselves.

10.9 Summary

Working with sequences is a very important aspect of Python programming. The programming language
provides a simplified syntax for working with loops in form of list, set, and dict comprehension. Different
from comprehension, generator expressions allow us to provide sequences of data that can be processed
without storing all elements in memory first or at once. Instead, the elements are created when
needed. If this creation of elements is more complicated than what simple generator expressions can,
well, express, we can use generator functions. With their yield statement, they allow us to write
functions that perform a computation, pass the result to their output, allow other code outside to
process the result, and then resume with the generation of the next element. Finally, sequences of data
can be processed by aggregating and transforming functions. These functions can process containers,
comprehensions, generator expressions, and generators alike.
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Chapter 11

Basics of Classes

We learned about simple datatypes in Chapter 3 and about collections in Chapter 5. However, in
many situations, we deal with data that cannot satisfyingly represented by either of them alone. Often,
datatypes and the operations on them form a semantic unit.

Imagine, for example, you would like to implement mathematical operations for complex numbers.1

Of course, you could represent complex numbers as tuple[float, float] , but this comes with several
drawbacks. On one hand, not every tuple of two floats is to be understood as a complex number. So
just from the signature of your functions, i.e., just based on its parameters and return types, it is not
immediately clear that your functions are for complex numbers. All we can directly see is that they are
for tuples of two floats . On the other hand, the two parts of a complex numbers, the real part and the
imaginary part, have two distinct and different meanings. It would not immediately be clear whether
the first number of the tuple is the real or the imaginary part. Indeed, we could also represent complex
numbers in polar form, in which case the two tuple elements would have yet different meanings. Also,
the standard textual representation of tuples of two floats would be something like "(3.0, 4.0)" ,
whereas we would probably prefer something like "3+4i" .

The first important use-cases of classes in Python is that they offer us a way to define a data
structure together with the operations for it as one semantic unit. This allows us to define a class for
complex numbers which has attributes with the name real_part and imaginary_part . We can define
operators that work with instances of this class , making it immediately clear how and when they are
to be used- And this class can then have default textual representations of our liking.

A second situation where ability to define functions and we have learned so far hits a limit arises with
APIs. Let us be ambitious and imagine that you wanted to create a versatile system that can produce
documents. On the output side, you want to support different formats, say LibreOffice [104, 176],
Microsoft Word [81, 188], and Adobe PDF [211, 318]. On the input side, you would like to provide
the user with a uniform way to create documents, to add text paragraphs, to insert graphics, to set the
font of texts, and so on. This input side API should be the same for all output formats. It would not
just consist of a single function, but several groups of functions. There could even be nested hierarchies
of operations that you would like to support, e.g., the ability to divide a text into chapters which can
be divided into paragraphs which can be divided into runs of text with different fonts. Obviously, these
operations will be implemented differently for the different output formats. We could try to solve this
by making different modules with functions of the same signatures for the different output formats.
But this would be a huge hassle, in particular since there would be no way to define a central blueprint
of “how the API looks like.” It can easily lead to inconsistencies during the software life cycle. If we
slightly change the signature of one function, we need to implement this in all of the modules. There
also is no way that a tool like Ruff could tell is if some module is no longer synchronized due to the
lack of a central blueprint.

Classes offer us the necessary abstraction: We could specify a base class Document for document
objects that provides methods for the necessary operations, from adding text to aligning figures. These
operations could just raise a NotImplementedError . Then, for each output format, we could derive a
new subclass from this base class with the actual implementation of the methods. The code on the user
side could treat all these different document types the same, because all of them would be instances
of Document with the same operations. The implementation-specific stuff would all be invisible to the
user, exactly as it should be. So the second important use case for classes are that they offer us a very

1Python already offers the datatype complex , but for the sake of the example, assume it does not.
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nice abstraction for defining and implementing APIs.

Classes therefore can solve two important problems where the basic datatypes and plain functions
we learned about are not sufficient: First, they allow us to semantically and clearly group data and
operations together. Second, they offer us a simple way to group several operators under one API,
which then – transparently to the user – can be implemented in different ways. In this chapter, we
discuss classes in Python. Syntactly, classeses follow the general blueprint below:

1 class␣MyClass:␣␣␣#␣or␣‘class␣MyClass(MyBaseClass)‘
2 ␣␣␣␣""" Docstring␣of␣the␣class."""
3
4 ␣␣␣␣def␣__init__(self)␣->␣None:
5 ␣␣␣␣␣␣␣␣""" Docstring␣of␣the␣initializer␣__init__."""
6 ␣␣␣␣␣␣␣␣#␣initialize␣all␣attributes
7 ␣␣␣␣␣␣␣␣#:␣Meaning␣of␣attribute␣1
8 ␣␣␣␣␣␣␣␣self.attribute_1:␣type␣hint␣=␣initial␣value
9 ␣␣␣␣␣␣␣␣#␣...

10
11 ␣␣␣␣def␣my_method(self ,␣param1 ,␣param2)␣->␣result:
12 ␣␣␣␣␣␣␣␣""" Docstring␣of␣my_method."""
13 ␣␣␣␣␣␣␣␣#␣compute␣something␣using␣the␣attributes

Best Practice 49 Class names should follow the CapWords convention (often also
called camel case), i.e., look like MyClass or UniversityDepartment (not my_class or
university_department) [302].

11.1 A Simple Immutable Class for Points in the Two-Dimensional
Euclidean Plane

We begin directly with an example. Assume that we want to write a program that processes points
in the two-dimensional Euclidean plane. Every point is defined by its x and y-coordinate. We could
use a tuple of two numbers, say a tuple[int |float, int |float] , to represent such points. This
is totally fine and a quick solution.

However, this solution lacks semantics, i.e., it lacks a clear and obvious meaning. There is nothing
that says that a tuple[int |float, int |float] must be a point in the two-dimensional Euclidean
plane. It could just as well be a tuple of travel time and an associated cost for a train ride from Hefei
to Beijing, taken from the train schedule of a particular day. Basically, it just is a grouping of two
numbers. The same lack of semantics appears when we try to implement operations that process our
points. A function that computes the distance between two such points would just take two tuples
as input. Of course, I should pass in only tuples that actually represent points in the two-dimensional
plane. But nothing really can stop me from passing in other tuples, such as tuples holding the travel
times and associated costs for train rides from Hefei to Beijing. Of course, the results would probably
not make any sense. Yet, such situations may arise from misunderstandings or lack of documentation.

In the ideal case, if I am working with points in the two-dimensional Euclidean plane, then I have
a data structure that clearly and unambiguously is designed for such points and such points only.
The operations for the points should only accept instances of this data structure as input (and raise
exceptions if fed something else as arguments). If I am accessing the x-coordinate of a point, it should
be absolutely clear from the semantics and names involved that this is, indeed, the x-coordinate and
not something else, not just the first number of a tuple of two numbers.

Such clear semantics can be achieved with classes in Python. In Listing 11.1, you can find exactly
this example. We create the class Point inside a Python file point.py . This is done relatively easily:
All we have to do is to begin a block with, well, class Point: . Inside this block, we will place all the
methods of the class . Methods are like functions, but their first parameter is always called self and
always is an instance of the class, i.e., an object. Either way, all these methods go into the class block.
Of course, first, we always place a docstring.
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Listing 11.1: A class for representing points in the two-dimensional Euclidean plane. (src)
1 """A simple class for points."""
2
3 from math import isfinite , sqrt
4 from typing import Final
5
6
7 class Point:
8 """
9 A class for representing a point in the two -dimensional plane.

10
11 >>> p = Point(1, 2.5)
12 >>> p.x
13 1
14 >>> p.y
15 2.5
16
17 >>> try:
18 ... Point(1, 1e308 * 1e308)
19 ... except ValueError as ve:
20 ... print(ve)
21 x=1 and y=inf must both be finite.
22 """
23
24 def __init__(self , x: int | float , y: int | float) -> None:
25 """
26 The constructor: Create a point and set its coordinates.
27
28 :param x: the x-coordinate of the point
29 :param y: the y-coordinate of the point
30 """
31 if not (isfinite(x) and isfinite(y)):
32 raise ValueError(f"x={x} and y={y} must both be finite.")
33 #: the x-coordinate of the point
34 self.x: Final[int | float] = x
35 #: the y-coordinate of the point
36 self.y: Final[int | float] = y
37
38 def distance(self , p: "Point") -> float:
39 """
40 Get the distance to another point.
41
42 :param p: the other point
43 :return: the distance
44
45 >>> Point(1, 1).distance(Point(4, 4))
46 4.242640687119285
47 """
48 return sqrt((self.x - p.x) ** 2 + (self.y - p.y) ** 2)

Best Practice 50 At the beginning of a class , a docstring is placed which describes what
the class is good for. This docstring and include doctests to demonstrate the class usage, or
such doctests can be placed in the docstring of the module.

Our class Point will have two attributes, x and y . A attribute is a variable that every single instance
of the class has. We later want to be able to create one instance of Point with the x-coordinate 5
and the y-coordinate 10 and then another instance with the x-coordinate 2 and the y-coordinate 7. So
each instance of Point needs to have these two attributes.

Therefore, Point needs a initializer, i.e., a special method that creates and initializes these at-

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/point.py
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Listing 11.2: An example of using our new class Point from Listing 11.1. (stored in file point_user.py ;
output in Listing 11.3)

1 """ Examples for using our class :class:‘Point ‘."""
2
3 from point import Point
4
5 p1: Point = Point(3, 5) # Create a first point.
6 print(f"{p1.x = }, {p1.y = }") # p1.x = 3, p1.y = 5
7 print(f"{isinstance(p1 , Point) = }") # True
8
9 p2: Point = Point(7, 8) # Create a second point.

10 print(f"{p2.x = }, {p2.y = }") # p2.x = 7, p2.y = 8
11 print(f"{isinstance(p2, Point) = }") # True
12
13 print(f"{isinstance (5, Point) = }") # False
14
15 print(f"{p1 is p2 = }") # False
16
17 print(f"{p1.distance(p2) = }") # sqrt(4 2 + 3 2 ) = 5.0
18 print(f"{p2.distance(p1) = }") # sqrt(4 2 + 3 2 ) = 5.0
19
20 point_list: list[Point] = [ # Create list of points via comprehension.
21 Point(x, y) for x in range (3) for y in range (4)]
22 print(", ".join(f"({p.x}, {p.y})" for p in point_list))

↓ python3 point_user.py ↓

Listing 11.3: The stdout of the program point_user.py given in Listing 11.2.
1 p1.x = 3, p1.y = 5
2 isinstance(p1, Point) = True
3 p2.x = 7, p2.y = 8
4 isinstance(p2, Point) = True
5 isinstance (5, Point) = False
6 p1 is p2 = False
7 p1.distance(p2) = 5.0
8 p2.distance(p1) = 5.0
9 (0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1), (1, 2), (1, 3), (2, 0), (2,

↪→ 1), (2, 2), (2, 3)

tributes. This method is called __init__ . As said, every method of a class must have a parameter self ,
which is the instance of the class (the object) upon which the method is called. The initializer __init__
is a special method, so it also has this parameter self . Additionally, we demand that two parameters x
and y be passed in when we create an instance of Point . We allow the values to be either ints or
floats .

Inside every method of a class, the attributes of objects are accessed via the parameter self . We
can read the attribute x of an object inside a method of the class by writing self.x . Here, self.x
can be used just like a normal local variable. We can store the value a in a (mutable) attribute x of
the current object in a method of the class by writing self.x = a . This value will then remain the
same until it is changed, even after the execution of the method is completed.

Best Practice 51 Object attributes must only be created inside the initializer __init__ . An
initial value must immediately be assigned to each attribute.

We only want to allow Points that have finite coordinates. As explained in the Chapter 9 on Exceptions ,
it is better to immediately signal errors if we encounter invalid data. So we want to sort out non-
finite coordinates right when someone attempts to create the Point object. Thus, the first thing
we do in the initializer is to use the isfinite function from the math module. If either x or y
is not finite, then we raise a ValueError . Otherwise, we set self.x: Final[int |float] = x and

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/point_user.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/point_user.py
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self.y: Final[int |float] = y .2 These lines create the attributes self.x and self.y of the object
which was passed in via the parameter self . Additionally, the type hint Final from the typing module
annotates a variable as immutable [274]. In other words, we do not allow the coordinates of our Points
to change after object creation.

Best Practice 52 Every attribute of an object must be annotated with a type hint and a
documentation comment when created in the initializer __init__ [173]. type hints work as
with normal variables.

Best Practice 53 The type hint Final marks an attribute as immutable. All attributes that
you do not intend to change should be annotated with Final .

Best Practice 54 An attribute is documented in the line above the attribute initialization
by writing a comment starting with #: , which explains the meaning of the attribute [266].
(Sometimes, the documentation is given as string directly below the attribute definition [109],
but we stick to the former method, because it has proper tool support, e.g., by Sphinx.)

After properly defining our initializer, we can now do something like p = Point(1, 2) . This creates
a new object as an instance of our class Point . Therefore, first, the necessary memory is allocated.
Then, the initializer is invoked as __init__(p, 1, 2) . As a result, p now refers to a Point object.
The attribute p.x has the value 1 and p.y has value 2 .

From the knowledge that p is an instance of Point , we can immediately see that p.x and p.y are
its x- and y-coordinate, respectively. There is no way to mistake the meaning of these variables. Of
course, our docstrings with doctests and type hints further help the reader to understand their meaning.

Having a new class for points in the two-dimensional plane is already nice. But classes also allow
us to define operations on such points in form of methods. As an example, we implement a method
distance that computes the distance between two points. You would have a point p1 and invoke
p1.distance(p2) to compute the distance to another point p2 . The computation itself will follow
Equation 10.1 from our recent endeavor to operations on iterations in Section 10.8. We therefore need
to import the sqrt function from the math module.

Our new method distance will have two parameters, self , which will be the object upon which
we invoke the method (p1 in the above example) and p , the other object (or p2 above). It then just
has to compute the Euclidean distance sqrt((self.x - p.x)** 2 + (self.y - p.y)** 2) . Inside a
method of an object, self always refers to the object itself. Therefore, self.x is the x-coordinate
of the current object and self.y is its y-coordinate. p.x is the x-coordinate of the point p that was
passed in as actual parameter of the method, and p.y is its y-coordinate. Notice that the docstring
not just explains how this method is used, but also provides a simple example in form of a doctest. If
you compute Point(1, 1).distance(Point(4, 4)) , then the expected result is something like 4.243.

In this doctest – Point(1, 1).distance(Point(4, 4)) – we only provided a single parameter to
the method distance . When calling the method distance , we never need to provide a value of the
parameter self directly. Instead, it will be provided indirectly: If we have two points p1 and p2 and
invoke p1.distance(p2) , then self = p1 will be set automatically. Hence, even though we declared
our method as def distance(self, p: "Point")-> float , which looks as if we need to provide two
parameters (self and p), we only need to provide one, namely p .

Reading this again, we notice that the parameter p is annotated with a very strange type hint: One
would expect that we would annotate it with Point , instead it is annotated with the string "Point" .
This has the simple reason that the complete class Point is only defined after, well, the complete
definition of class Point and, therefore, not yet available as type inside its definition. Using the string
here is therefore just a crutch with no real other effect.

Best Practice 55 All methods of classes must be annotated with docstrings and type hints.

2Strictly speaking, it could also make sense to check whether x and y are indeed either int or float . For example,
we could check if isinstance(x, int |float) and this is False , raise a TypeError . However, that would make
the example overly long, so I am not doing this here.
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Best Practice 56 When using a class C as type hint inside the definition of the class C , you
must write "C" instead of C . (Otherwise, static code analysis tools and the Python interpreter
get confused.)

We could now go on and add more methods that do reasonable computations with instances of Point .
For now, this simple example will suffice. Let us instead take a look on how one would use our new
class.

In Listing 11.2, we begin by creating one instance of Point and store it in a variable p1 . Since p1
is supposed to reference an instance of Point , its type hint should denote this. Here we can use
Point just like any other datatype. We write p1: Point = Point(3, 5) . The resulting new instance
of Point should have its attribute x set to 3 and its attribute y set to 5 . We can access them via p1.x
and p1.y . Of course we can also use them in an f-string.

We can check if an object o is an instance of our class Point by writing isinstance(o, Point) .
For p1 , this returns True .

We now create a second instance, p2 , of the class Point . We assign 7 to p2.x and 8 to p2.y via
the __init__ initializer, which is automatically invoked when we write Point(7, 8) . We can again
print the values of these attributes using an f-string. While isinstance(p2, Point) is again True ,
isinstance(5, Point) returns False .

While being instances of the same class, p1 and p2 are different objects. Therefore, p1 is p2
yields False .

We can now also use our method distance . p1.distance(p2) , i.e., the distance from p1 to p2 ,
is the same as p2.distance(p1) , i.e., the distance from p2 to p1 . Both are equal to 5, be-
cause

√
(7− 3)2 + (8− 5)2 =

√
42 + 32 =

√
25 = 5.

Point can indeed be used like any other datatype that we discussed before. For example, we can
have lists of instances of Point (and the appropriate type hint would then by list[Point]). We can
even create such a list with list comprehension, exactly as we learned back in Section 10.2. And we
can then process this list by writing a generator expression which transforms the points to strings, just
as we discussed in Section 10.6. The expression generates a sequence of strings of the form "(x, y)" ,
which are then concatenated by the join method of the string ", " (see Section 7.4). The result can
be seen at the bottom of Listing 11.3.

The objects of our Point class are immutable, i.e., once created, the attributes cannot be changed
anymore.3 The x- and y-attributes are initialized by the __init__ initializer. They are marked with
the type hint Final and thus changing them is an error. In many cases, making objects immutable is
a good design pattern.

Classes should be immutable unless there’s a very good reason to make them muta-
ble. . . . If a class cannot be made immutable, limit its mutability as much as possible.

— Joshua Bloch [27], 2008

Definition 8 (Immutable) After their creation, the attributes of immutable objects cannot
be modified anymore.

Creating classes whose instances are immutable has several benefits: Code gets easier to understand,
because we do not need to think about whether, when, or how an object changes (because it cannot).
The elements of sets and the keys of dictionaries in Python, for example, must be immutable objects
because they store objects based on their hash codes which, in turn, are based on the attributes of
these objects. If the attributes would change, so would the hash codes, which means that the objects
could no longer be found. This is particularly useful in parallel programming, where mutable shared
state could lead to complex bugs and race conditions.

Still, there also are many cases where we want to create objects whose attributes can change. We
will explore one of them in the next section.

3Well, in Python, type hints are just hints and not enforced by the interpreter [274]. So the x- and y-attributes of
instances of Point can actually be changed. However, tools like Mypy will detect such mistakes and report them [274].
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tweise@weise-laptop:~$ python3

Python 3.12.3 (main, Sep 11 2024, 14:17:37) [GCC 13.2.0] on linux

Type "help", "copyright", "credits" or "license" for more information.

>>> 1e15 + 1

1000000000000001.0

>>> 1e16 + 1

1e+16

>>> 1e18 + 1 - 1e18

0.0

>>> 1e18 + 1e36

1e+36

>>> 1e18 + 1e36 - 1e36

0.0

>>> 1e18 + 1 + 1e36 - 1e36 - 1e18

-1e+18

>>>

tweise@weise-laptop: ~

Figure 11.1: Errors occurring when adding floating point numbers due to the limited precision of the
datatype float .

11.2 Encapsulation and Accurately Adding Floating Point Numbers

We now want to implement our first maybe actually useful piece of code, something that can be
used in a real productive system.4 To do such a cool thing, let us first revisit the limitations of the
datatype float from way back in Section 3.3. We learned that the datatype float can represent
numbers accurately to about fifteen to sixteen digits. This is illustrated in Figure 11.1: If we add 1
to 1015 = 1e15 , the correct result is 1000000000000001.0 . However, if we add 1 to 1016 = 1e16 , the
result is still 1e16 . It is not possible to represent the number 1+ 1016 correctly with the 64 bit double
precision floating point numbers that Python offers [98]. Usually, that itself is totally fine: There are
few application in “everyday programming” where we really need more than fifteen digits of precision.

However, what happens if we try to compute 1018 +1 and then subtract 1018 from this sum? Obvi-
ously, the result should be 1, a number that we can correctly and accurately represent as a float .
The actual result of this computation in Python is 0. The reason is that 1e18+1 == 1e18 and
1e18 - 1e18 == 0 .

Similarly, computing 1e18 + 1 + 1e36 - 1e36 - 1e18 yields -1e18 , while the correct result would
again be 1 . The reason is that first, 1e18 + 1 == 1e18 is computed. Then 1e18 + 1e36 yields 1e36 ,
from which we subtract 1e36 and get 0 . The final subtraction of 1e18 then results in 1e-18 . If we had
infinite precision, the first step would instead yield 1018 + 1 = 1 000 000 000 000 000 001 Adding 1e36
to this number should then yield 1000 000 000 000 000 001 000 000 000 000 000 001. Subtracting 1e36
from this humongous number would bring us back to 1018 + 1 and the final subtraction of 1e18 would
give us 1 . It is easy to see why this does not work out, because the designers of the floating point
number arithmetic unit in CPUs had to choose some limited number of bits per float and concluded
that fifteen digits are reasonable whereas 36 are probably never actually needed. Well, never, unless
you try to add up large and small numbers.

Luckily, in the 1960s, Kahan [149] and Babuška [12] had an idea how to fix that: We add numbers
up in a sum variable and carry with us a variable cs where we remember how far off this sum is. Imagine
again that we want to compute 1e18 + 1 - 1e18 . How could we do that to arrive at the result 1?

We start with sum = 0 and cs = 0 . For every number value that we want to add, we first
compute t = sum + value . t thus is the sum as precisely as a float can represent it. We then
calculate error = (sum - t)+ value . Since t = sum + value , we would assume that error should
be 0, because effectively, it is (sum - (sum + value))+ value . However, some digits could have been
“lost” when computing sum + value . We then set sum = t and accumulate the errors in cs , i.e.,
set cs += error .

Back to the example 1e18 + 1 - 1e18 . Obviously, in the first step, we get t = sum + value , i.e.,
0 + 1e18 , meaning that t = 1e18 . error = (sum - t)+ value becomes error = (0 - 1e18)+ 1e18
which gives us 0.0 . We thus then set sum = 1e18 and cs , which was 0 , becomes 0 + 0 , which still
is 0 .

The second step is more interesting: We compute t = sum + value , but now this

4Yes, we did implement the method of LIU Hui (刘徽) for approximating π and Heron’s Method for approximating
the square root. These implementations were not more accurate than the constant and function Python already has built
in. But they are nice, though, I did enjoy doing them.
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Algorithm 1: The second-order Kahan-Babuška-Neumaier summation algo-
rithm [12, 149, 152, 191] over an array x as defined by Klein in [152].

sum ← 0; cs ← 0; ccs ← 0;
for i ∈ 0..n− 1 do ▷ For each number to add.

t ← sum + x [i ]; ▷ Compute the sum and (below) the first-order error term [12, 149].
if |sum| ≥ |x [i ]| then c ← (sum − t) + x [i ]; ▷ the tweak by Neumaier [191]
else c ← (x [i ]− t) + sum;
sum ← t ;
t ← cs + c; ▷ The second-order error summation by Klein [152] begins.
if |cs| ≥ |c| then cc ← (cs − t) + c; ▷ the tweak by Neumaier [191] again
else c ← (c − t) + cs;
cs ← t ; ccs ← ccs + cc;
return sum + cs + ccs

mean t = 1e18 + 1 and this results in t = 1e18 . The 1 is lost. Well, almost:
error = (sum - t)+ value becomes error = (1e18 - 1e18)+ 1 , i.e., error = 1 . So after this step,
sum = 1e18 and cs = 0 + 1 becomes 1 .

We now subtract 1e18 , which is equivalent to adding -1e18 . This means that we first
compute t = sum + value , i.e., t = 1e18 + -1e18 , i.e., t = 0 . For the error term, we get
error = (1e18 - 0)+ -1e18 , which is 0 . We now got sum = 0 and cs = 1 + 0 , which still means
that cs = 1 .

The final result will be sum + cs and this indeed gives us 0 + 1 , i.e., 1 ! Although we could not
represent the intermediate results of the addition exactly, we still got the right result. The trick was to
keep track of the total error in the variable cs .

There exists a variety of different implementations of this so-called Kahan-sum or Kahan-Babuška-
sum. Neumaier, for example, came up with a tweak to improve the precision in 1974 in the case that
the running sum is smaller than the numbers we add [191]. Klein [152] then improved the precision
further by, basically, maintaining an error sum for the error sum, i.e., created a second degree error
sum (and more). This most advanced and accurate algorithm is given in Algorithm 1. And we are now
going to implement this in Listing 11.4.

What we have learned so far allows us to already implement proper and useful algorithms. This no
longer is child’s play, this is the real deal.

We now create a class whose instances each maintain one such running sum. The running sum will
initially be 0. With a method add we can add one number to it. The method result should return
the current result of the sum. We prefer using such a class over making a function that simply sums
up a sequence because it allows for a much greater flexibility. We can use instances of our class to sum
up sequences, but we can also use them to sum up numbers in any other way that pleases us.

The attributes of our class should be hidden. As we have discussed before, we will have a current
running sum value sum and the error sum value cs . Since we implement Algorithm 1, we also need
the second-order error sum term ccs . Now these values only make sense “inside” our object’s logic.
Different from the attributes x and y of our Point class, the user (another programmer) has no
business accessing the internal state of our sum. Instead, the user should interact with our object only
via the methods add and result .

Definition 9 (Encapsulation) Encapsulation means that all the attributes of an object can
only be accessed by methods. It is impossible to access them directly or to modify them in
any other way. Encapsulation therefore allows the programmer to ensure that the state of an
object can only be modified in a consistent and correct way.

This is going to be the interface for our new class KahanSum , which, in turn, is based on [152].
In the initializer __init__ , we create the three attributes __sum , __cs , and __ccs and initialize

them to 0 . These names are directly taken from Algorithm 1. Notice the double leading underscores
in front of the names.
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Best Practice 57 Names of attributes and attributes that start with a double leading under-
score (__) are to be treated as private methods and attributes. They should not be accessed
or modified from outside the class. All internal attributes and methods of a class that should
not be exposed to the outside therefore should be named following this convention (with two
leading underscores).

With that out of the way, a new instance of KahanSum will start with all of its three summation variables
initialized to 0 . Let us now implement the add method, which corresponds to the body of the loop
in Algorithm 1. Looking at the algorithm, in each iteration, a value x [i ] is coming in and should be
added to the sum. Our add method therefore gets the parameter value which we want to add. And
then, we just have to write down the loop body Algorithm 1. We replace sum, cs, ccs, and x [i ] with
self.__sum , self.__cs , self.__ccs , and value , respectively. We write the conditional for the tweak
by Neumaier [191] as an inline if...else statement (see Section 6.4). For computing the absolute
value |a| of a number a, we can use Python’s abs function. And that’s already it.

We now can place the last line of the algorithm that returns the final result of the summation
into the new method result . And we are done. We now have translated a non-trivial mathematical
algorithm into a piece of Python code.

In Listing 11.5, we now use our new KahanSum class to sum up some numbers. We compare its result
with the built-in function sum and the exact summation function fsum from the math module. We find
that all three summation can correctly add up [1e-15, 1e-14, 1e-13, 1e-16, 1e-12] to 1.1111e-12 .
sum returns 0.0 for the sum of [1e+18, 1, -1e+18] as well as for [1e+36, 1e+18, 1, -1e+36, -1e+18] .
KahanSum and fsum both correctly compute 1.0 for both cases. Sadly, if we throw in even larger num-
bers and compute the sum over [1e+36, 1e+72, 1e+18, -1e+36, -1e+72, 1, -1e+18] , our KahanSum
returns 0.0 instead of the correct result 1.0 . fsum indeed computes the correct result, whereas sum
is way off and returns -1e18 . Finally, we add up [1, -1e-16, 1e-16, 1e-16] . All three methods
return 1.0 , while the exact result would be 1+ 10−16, which, however, cannot be represented with the
datatype float .

So it seems that fsum gives us the most exact result, while our KahanSum object is better than
the built-in sum . The reason for this is in the implementation of fsum . It uses the algorithm by
Shewchuk [123, 254] which dynamically allocates a list of helper variables to obtain a provably exact
sum (within the range of float). Our KahanSum , however, uses only three variables for the whole
summation process. It does not dynamically allocate more memory. Also, the number of steps it
performs are constant for each addition, whereas the algorithm by Shewchuk needs to do a number
of steps that depends on the current length of its internal datastructure. Thus, KahanSum is indeed a
very nice compromise solution, which offers higher precision than normal summing but retains the same
memory and time complexity.

Another advantage of our KahanSum over the function fsum is that we can use it in a more versatile
fashion. We do not need to have all values ready in an Iterable . If we had a generator of a sequence
of values and wanted to compute the sum of the values themselves as well as the sum of their squares,
we could simply use two instances KahanSum while iterating over the sequence. With fsum , we would
need to iterate over the sequence twice, which may not be practical if the sequence is generated from
some outside source and was too long to just store it in memory.

11.3 Summary

Classes allow us to solve two problems in programming. First, we can semantically group data and the
operations on the data together. Second, we can create define an interface, i.e., an API, that consists
of multiple operations and implement it in different ways. For the first case, we have seen two examples
in this section.

Instances of our Point class store a pair of coordinates in the two-dimensional Euclidean plane. The
operation distance is inseparably linked to this data structure. When developing it, we also learned
that it is generally a good idea to make objects immutable. If the attributes of an object are set
only during its initialization (in the __init__ method) and never change, then there can never be any
confusion about their value. It cannot happen that one part of our program has a reference to a Point
variable and “thinks” that it’s coordinates are (0, 1), but some other code changed the coordinates
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Listing 11.4: An implementation of the second-order Kahan-Babuška-Neumaier summation algorithm
given in Algorithm 1. (src)

1 """
2 The second -order Kahan -Babuška -Neumaier -Summation by Klein.
3
4 [1] A. Klein. A Generalized Kahan -Babuška-Summation -Algorithm.
5 Computing 76:279 -293. 2006. doi :10.1007/ s00607 -005 -0139 -x
6
7 >>> sum([1e36 , 1e18 , 1, -1e36 , -1e18])
8 0.0
9 >>> KahanSum ().add(1e36).add(1e18).add (1).add(-1e36).add(-1e18).result ()

10 1.0
11 """
12
13
14 class KahanSum:
15 """The second -order Kahan -Babuška-Neumaier sum by Klein."""
16
17 def __init__(self) -> None:
18 """ Create the summation object."""
19 #: the running sum , an internal variable invisible from outside
20 self.__sum: float | int = 0
21 #: the first correction term , another internal variable
22 self.__cs: float | int = 0
23 #: the second correction term , another internal variable
24 self.__ccs: float | int = 0
25
26 def add(self , value: int | float) -> "KahanSum":
27 """
28 Add a value to the sum.
29
30 :param value: the value to add
31 :returns: the sum itself
32 """
33 s: int | float = self.__sum # Get the current running sum.
34 t: int | float = s + value # Compute the new sum value.
35 c: int | float = (((s - t) + value) if abs(s) >= abs(value)
36 else ((value - t) + s)) # The Neumaier tweak.
37 self.__sum = t # Store the new sum value.
38 cs: int | float = self.__cs # the current 1st-order correction
39 t = cs + c # Compute the new first -order correction term.
40 cc: int | float = (((cs - t) + c) if abs(cs) >= abs(c)
41 else ((c - t) + cs)) # 2nd Neumaier tweak.
42 self.__cs = t # Store the updated first -order correction term.
43 self.__ccs += cc # Update the second -order correction.
44 return self # Return ‘self ‘ so that we can chain calls.
45
46 def result(self) -> int | float:
47 """
48 Get the current result of the summation.
49
50 :return: the current result of the summation
51 """
52 return self.__sum + self.__cs + self.__ccs

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/kahan_sum.py
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Listing 11.5: Some use cases of our Kahan-summation class from Listing 11.4 and a comparison with
Python’s sum and the function fsum from the math module. (stored in file kahan_user.py ; output
in Listing 11.6)

1 """ Examples for using our class :class:‘KahanSum ‘."""
2
3 from math import fsum # An (even more) exact summation algorithm.
4
5 from kahan_sum import KahanSum
6
7 # Iterate over four example arrays.
8 for numbers in [[1e-15, 1e-14, 1e-13, 1e-16, 1e-12], [1e18 , 1, -1e18],
9 [1e36 , 1e18 , 1, -1e36 , -1e18],

10 [1e36 , 1e72 , 1e18 , -1e36 , -1e72 , 1, -1e18],
11 [1, -1e-16, 1e-16, 1e -16]]:
12 print(f"======= numbers = [{’, ’.join(map(str , numbers))}] =======")
13 k: KahanSum = KahanSum () # Create our Kahan summation object.
14 for n in numbers: # Iterate over the numbers ...
15 k.add(n) # ... and let our object add them up.
16 print(f"sum(numbers) = {sum(numbers)}") # the normal sum
17 print(f"Kahan sum = {k.result ()}") # our better result
18 print(f"fsum(numbers) = {fsum(numbers)}") # the exact result

↓ python3 kahan_user.py ↓

Listing 11.6: The stdout of the program kahan_user.py given in Listing 11.5.
1 ======= numbers = [1e-15, 1e-14, 1e-13, 1e-16, 1e-12] =======
2 sum(numbers) = 1.1111e-12
3 Kahan sum = 1.1111e-12
4 fsum(numbers) = 1.1111e-12
5 ======= numbers = [1e+18, 1, -1e+18] =======
6 sum(numbers) = 0.0
7 Kahan sum = 1.0
8 fsum(numbers) = 1.0
9 ======= numbers = [1e+36, 1e+18, 1, -1e+36, -1e+18] =======

10 sum(numbers) = 0.0
11 Kahan sum = 1.0
12 fsum(numbers) = 1.0
13 ======= numbers = [1e+36, 1e+72, 1e+18, -1e+36, -1e+72, 1, -1e+18] =======
14 sum(numbers) = -1e+18
15 Kahan sum = 0.0
16 fsum(numbers) = 1.0
17 ======= numbers = [1, -1e-16, 1e-16, 1e-16] =======
18 sum(numbers) = 1.0
19 Kahan sum = 1.0
20 fsum(numbers) = 1.0

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/kahan_user.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/kahan_user.py
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to something else. This cannot happen precisely because the values of the coordinates in instances
of Point can never change.

If the attributes need to change, then it is often a good idea to encapsulate them. Encapsulation
means that the attributes of an object can only be changed via methods of the object. Our KahanSum
class is an example of this. This class allows us to add numbers more accurately by internally keeping
track of errors resulting from normal summation. The user never gets to see these internal attributes
and also can never modify them directly. Instead, they are changed by passing new numbers to the
add method. Via the method result , the user can get a consistent view of the state of the summation
without getting confused about its internal state.

In the next section, we will see how inheritance of classes in Python can be used to implement APIs,
which is the second big use-case of classes.



Chapter 12

Inheritance

12.1 A Hierarchy of Geometric Objects

We already learned that classes are a proper tool four grouping data and operations on the data
together into one semantic unit. Classes also offer the concept of inheritance, which basically means
“specialization”. This concept is explored by a more elaborate example illustrated in Figure 12.1, which
we will now discuss step-by-step. Imagine that we would wanted to represent all geometrical shapes in
a two-dimensional plane. Each shape has an associated area as well as a perimeter. We could create a
class Shape that provides two methods, area and perimeter , returning the area in in area units and
the perimeter length in length units, respectively.

A circle is a special shape. It does have a center as well as a radius. Knowing these two attributes,
we can compute the area and perimeter. If we wanted to express this in terms of classes, we could
say that the class Circle is a special subclass of class Shape . It would have two attributes, center
(which could be an instance of Point) and radius , which would be a float . The methods area and
perimeter could then be implemented appropriately and use these attributes.

This is already how inheritance works: If we want that a new class Circle inherits from a
class Shape , all we have to do is to write class Circle(Shape): instead of just class Circle: when
declaring the new circle class. Of course, we first need to create the class Shape .

We do this in Listing 12.1. In this listing, we define Shape as a new class. We want that this

Shape

+area(): int | float

+perimeter(): int | float

Rectangle

+p1: Point

+p2: Point

+area(): int | float

+perimeter(): int | float

+points(): Iterable[Point]

KahanSum

-__sum: float | int

-__cs: float | int

-__ccs: float | int

+add(int | float): {self}

+result(): int | float
Circle

+center: Point

+radius: int | float

+area(): int | float

+perimeter(): int | float

Polygon

+points(): Iterable[Point]

+perimeter(): int | float

+print()

Triangle

+p1: Point

+p2: Point

+p3: Point

+area(): int | float

+points(): Iterable[Point]

Point

+distance(Point): float

+x: int | float

+y: int | float

Figure 12.1: An example for class inheritance. The base class Shape offers two abstract methods, area
and perimeter . The class Circle inherits from Shape and implements these methods. It also has an
attribute center , which is an instance of Point , and an attribute radius . The class Polygon extends
Shape as well, and offers, amongst others, an Iterable of its Points . It also uses our KahanSum
to implement the perimeter method. The class Polygon is realized by the classes Triangle and
Rectangle .

202
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Listing 12.1: A class for representing shapes in the two-dimensional Euclidean plane. (src)
1 """A base class for shapes."""
2
3
4 class Shape:
5 """A closed geometric shape has an area and a perimeter."""
6
7 def area(self) -> int | float:
8 """
9 Get the area of this shape.

10
11 :return: the area of this shape
12 """
13 raise NotImplementedError # must be implemented by subclasses
14
15 def perimeter(self) -> int | float:
16 """
17 Get the perimeter of this shape.
18
19 :return: the perimeter of this shape
20 """
21 raise NotImplementedError # must be implemented by subclasses

class has two methods, area and perimeter . The class Shape is not intended for being instantiated.
Instead, we just want it to be the base class for “special” shapes. It does not have any attribute.
Of course, we cannot really compute the area or the perimeter of such an abstract object. So both
methods raise an NotImplementedError . If someone would like to actually instantiate Shape by doing,
say, s = Shape() and then invoke s.perimeter() , this would fail.

While Shape itself is useless, it allows us to create different specialized subclasses that do implement
area and perimeter . The user of these classes could then treat all of these different subclasses in the
same way, because all of them support the interface defined by Shape .

In Listing 12.2, we define the class Circle . By writing class Circle(Shape) , we declare it as a
subclass of Shape . Its initializer __init__ , we supply two parameters, center , which is an instance of
our class Point from Listing 11.1, and radius , which can either be an int or a float . The initializer
first checks if radius is a finite and positive number. Otherwise, it raises a ValueError . The initializer
of the class Point already ensures that both coordinates of point will be finite. This ensures that
we indeed create valid circles. We store center and radius in two attributes of the same names.
We annotate them with the type hint Final , which means that they should not be changed after the
object is constructed. We can now implement the function area to return πradius2 and perimeter
to return 2πradius . With this, the complete interface defined by the superclass Shape is now filled
with meaning.

In Listing 12.3, we explore how this new class can be used. We create the new instance circ of
Circle by providing the point=Point(2, 3) and radius=4 . These parameters are indeed reflected by
the corresponding attributes. We also confirm that isinstance(cir, Circle) is True . It also holds
that isinstance(cir, Shape) . Every instance of Circle is also an instance of Shape . Because Circle
is a special case of Shape .

There are, of course, more shapes than just circles. Another very general class of shapes are
polygons. Polygons are shapes enclosed by straight lines. This means that every polygon can be
defined by its corner points. In Listing 12.5, we define Polygon as base class for such shapes. It is a
special case of (and thus inherits from) Shape .

Polygon extends the interface of Shape by offering the method points . This method returns an
Iterable of instances of Point , which are the corner points of the polygon. Our goal here is to provide
a base class for different types of Polygons . We do not actually want to implement a datastructure
for arbitrary polygons here. So the method points raises an NotImplementedError and thus must be
implemented by the subclasses that we will develop later.

If we know the sequence corner points and also know that they are connected by straight lines, then

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/shape.py
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we can easily compute the perimeter of such a shape. We can thus implement perimeter as follows:
We iterate over the instances of Point returned by points() . In a summation variable, we add up
the distance between each point and its successor in the sequence. Finally, we add the distance of
the last point to the first point. The distance can be computed with the distance method offered by
the Point class. While Polygon itself does not implement points , its subclasses will. The method
perimeter will then automatically use the actual implementation of the subclass. We therefore can
implement perimeter here, even if points is not yet implemented. If we create a subclass that does
implement points and call perimeter upon an instance of this subclass, it will work.

The summation could be easily done with a normal variable of type float . However, since we im-
plemented the second-order Kahan-Babuška-Neumaier summation algorithm in Listing 11.4, we instead
use that one. It should give us a very accurate result. (Notice that we could not easily use fsum here
without first storing all distances in a list, because we need to add up over the sequence of points and
also the distance from the last to the first point. So our KahanSum does have indeed some advantages.)
For convenience sake, we also add a method print to Polygon , which just prints the sequence of
points.

Rectangles and triangles are special cases of polygons. We now implement them as classes Rectangle
and Triangle in Listings 12.6 and 12.7, respectively, which both are subclasses of Polygon .

A rectangle can be defined using its bottom-left and top-right corner point. In the initializer
__init__ of the class Rectangle , we pass in two points p1 and p2 . We raise a ValueError if these
would form an empty rectangle. Otherwise, we store the minimum x- and y-coordinate in the bottom-
left point attribute p1 and the maximum x- and y-coordinate in the attribute p2 , marking the top-right
corner of our rectangle.

We implement the method points to return all four corners of the rectangle. We only needed to
store two of them, but we here need to return all four to comply with the definition of the method as
given in class Polygon .

The area of the rectangle is easily computed. While we already inherit a perfectly fine method
perimeter computing the perimeter of our rectangle from Polygon we still override it. This makes
sense because we can compute the perimeter faster and more exactly by simply returning twice the
sum of the length of the horizontal and vertical side length of our rectangle. The inherited perimeter
method would instead iterate over all four points and compute Euclidean distances using sqrt , which
is both slower and less accurate (especially if our coordinates would be ints).

The class Triangle is implemented in very much the same fashion. This time, we need to store
all three corner points (and also return all of them in the points method implementation). There also
is no better way for computing the perimeter than what Polygon already provides, so we this time do
not override perimeter . The area computation is implemented using the formula A = x1(y2 − y3) +
x2(y3 − y1) + x3(y1 − y2) you probably remember from high school maths.

Notice that both subclasses of Polygon offer some doctests in the docstrings. While I needed to
keep the docstrings short to be able to fit the listings on pages, these doctests still are instructive for
the user.

12.2 Summary

In this section, we have discussed how inheritance of classes in Python works. We used this knowledge
to construct a hierarchy of geometric objects in the two-dimensional Euclidean plane. While doing this,
we saw how methods can be defined in an abstract way in a base class and then implemented and filled
with life in a subclass.

What we have seen here, of course in a very abridged manner, is how complex APIs can be con-
structed and implemented. In a way, the class Shape defined an interface for geometric objects. This
interface defined that each object shall support the two operations area() and perimeter() . The class
Circle then implements this API, and so do the classes Triangle and Rectangle .

OK, that was a bit far-fetched. But in reality, it actually could be a bit like this.
Imagine that you develop an API for creating graphics programmatically. Your API would basically

act as a blank canvas. It would probably provide a method to draw a rectangle with certain coordinates
in a certain color. It would probably provide another method to draw a line of a certain width and color
connecting two points. You could define this as a class with (at least) two methods draw_line and
draw_rectangle . We could then go an implement these methods in a class in such a way that constructs
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an SVG graphic [71] in memory. Another implementation could instead construct an Adobe PDF [211,
318] graphic. While doing this would be more complex and exceed the space that we can reasonable
use for an example in this book, the principle of the approach would not be very different from what
you have already learned here.



CHAPTER 12. INHERITANCE 206

Listing 12.2: A circle is a special shape, namely the set of all points whose distance from the center of
the circle is exactly the radius. (src)

1 """
2 A class for circles.
3
4 >>> c = Circle(Point(1, 2), 3)
5 >>> print(f"{c.center.x}, {c.center.y}, {c.radius}")
6 1, 2, 3
7 """
8
9 from math import isfinite , pi

10 from typing import Final
11
12 from point import Point
13 from shape import Shape
14
15
16 class Circle(Shape):
17 """A circle is a round shape with a center point and radius."""
18
19 def __init__(self , center: Point , radius: int | float) -> None:
20 """
21 Create the circle.
22
23 :param center: the center coordinate
24 :param radius: the radius
25
26 >>> try:
27 ... Circle(Point(2, 3), -1)
28 ... except ValueError as ve:
29 ... print(ve)
30 radius=-1 must be finite and >0.
31 """
32 if not (isfinite(radius) and (radius > 0)): # sanity check
33 raise ValueError(f"radius={radius} must be finite and >0.")
34 #: the center point of the circle
35 self.center: Final[Point] = center
36 #: the radius
37 self.radius: Final[int | float] = radius
38
39 def area(self) -> int | float:
40 """
41 Get the area of this cirlce.
42
43 :return: the area of this cirlce
44
45 >>> Circle(Point(3, 4), 10).area()
46 314.1592653589793
47 """
48 return pi * self.radius ** 2
49
50 def perimeter(self) -> int | float:
51 """
52 Get the perimeter of this cirlce.
53
54 :return: the perimeter of this cirlce
55
56 >>> Circle(Point(4, 1), 5).perimeter ()
57 31.41592653589793
58 """
59 return 2 * pi * self.radius

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/circle.py
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Listing 12.3: An example of using our class Circle from Listing 12.2. (stored in file circle_user.py ;
output in Listing 12.4)

1 """ Examples for using our class :class:‘Circle ‘."""
2
3 from circle import Circle
4 from point import Point
5 from shape import Shape
6
7 circ: Circle = Circle(Point(2, 3), 5)
8 print(f" center: ({circ.center.x}, {circ.center.y})")
9 print(f" radius: {circ.radius}")

10 print(f" perimeter: {circ.perimeter ()}")
11 print(f" area: {circ.area()}")
12 print(f"isinstance(circ , Circle): {isinstance(circ , Circle)}")
13 print(f" isinstance(circ , Shape): {isinstance(circ , Shape)}")

↓ python3 circle_user.py ↓

Listing 12.4: The stdout of the program circle_user.py given in Listing 12.3.
1 center: (2, 3)
2 radius: 5
3 perimeter: 31.41592653589793
4 area: 78.53981633974483
5 isinstance(circ , Circle): True
6 isinstance(circ , Shape): True

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/circle_user.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/circle_user.py
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Listing 12.5: Polygons are special shapes delimited by straight lines between corner points. (src)
1 """A polygon is a figure described by points."""
2
3 from typing import Iterable
4
5 from kahan_sum import KahanSum
6 from point import Point
7 from shape import Shape
8
9

10 class Polygon(Shape):
11 """ Polygons are shapes delimited by straight lines."""
12
13 def points(self) -> Iterable[Point]:
14 """
15 Get a :class:‘Iterable ‘ over the points describing this polygon.
16
17 :return: the points describing the polygon
18 """
19 raise NotImplementedError # must be implemented by subclasses
20
21 def perimeter(self) -> int | float:
22 """
23 Get the perimeter of this polygon.
24
25 :return: the perimeter of this polygon
26 """
27 previous: Point | None = None # the previous point
28 first: Point | None = None # the first point
29 total: KahanSum = KahanSum () # the total perimeter length sum
30 for current in self.points (): # Iterate over the points.
31 if previous is None: # We got the first point.
32 previous = first = current # Remember it for last step.
33 else: # We now have previous != None , so we can add length.
34 total.add(previous.distance(current)) # Add length.
35 previous = current # Current point becomes previous.
36 return total.add(previous.distance(first)).result () # Add last.
37
38 def print(self) -> None:
39 """ Print the points of this polygon."""
40 print(", ".join(f"({p.x}, {p.y})" for p in self.points ()))

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/polygon.py
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Listing 12.6: Two different points in a plane span a rectangle, which is a special polygon. (src)
1 """
2 A class for rectangles.
3
4 >>> Rectangle(Point(22, 1), Point(4, 12)).print()
5 (4, 1), (4, 12), (22, 12), (22, 1)
6 """
7
8 from typing import Final
9

10 from point import Point
11 from polygon import Polygon
12
13
14 class Rectangle(Polygon):
15 """A rectangle is defined by its bottom -left and top -right corners."""
16
17 def __init__(self , p1: Point , p2: Point) -> None:
18 """
19 Create a rectangle.
20
21 :param p1: the first point spanning the rectangle
22 :param p2: the second point spanning the rectangle
23 """
24 if (p1.x == p2.x) or (p1.y == p2.y): # check for non -emptiness
25 raise ValueError(f"{p1.x},{p1.y},{p2.x},{p2.y} is empty.")
26 #: the bottom -left point spanning the rectangle
27 self.p1: Final[Point] = Point(min(p1.x, p2.x), min(p1.y, p2.y))
28 #: the top -right point spanning the rectangle
29 self.p2: Final[Point] = Point(max(p1.x, p2.x), max(p1.y, p2.y))
30
31 def area(self) -> int | float:
32 """
33 Get the area of this rectangle.
34
35 :return: the area of this rectangle
36
37 >>> Rectangle(Point(7, 3), Point (12, 6)).area()
38 15
39 """
40 return (self.p2.x - self.p1.x) * (self.p2.y - self.p1.y)
41
42 def perimeter(self) -> int | float:
43 """
44 Get the perimeter of this rectangle.
45
46 :return: the perimeter of this rectangle
47
48 >>> Rectangle(Point (10, 5), Point(4, 9)).perimeter ()
49 20
50 """
51 return 2 * ((self.p2.x - self.p1.x) + (self.p2.y - self.p1.y))
52
53 def points(self) -> tuple[Point , Point , Point , Point]:
54 """
55 Get the four corner points of this rectangle.
56
57 :return: a tuple with the four corners of this rectangle
58 """
59 return (self.p1, Point(self.p1.x, self.p2.y), self.p2,
60 Point(self.p2.x, self.p1.y))

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/rectangle.py
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Listing 12.7: A triangle is a polygon spanned by three points in a plane. (src)
1 """
2 A class for triangles.
3
4 >>> Triangle(Point(22, 1), Point(4, 12), Point(6, 3)).print ()
5 (22, 1), (4, 12), (6, 3)
6 >>> Triangle(Point(0, 0), Point(0, 3), Point(4, 0)).perimeter ()
7 12.0
8 """
9

10 from typing import Final
11
12 from point import Point
13 from polygon import Polygon
14
15
16 class Triangle(Polygon):
17 """The class for triangles."""
18
19 def __init__(self , p1: Point , p2: Point , p3: Point) -> None:
20 """
21 Create a triangle.
22
23 :param p1: the first point spanning the triangle
24 :param p2: the second point spanning the triangle
25 :param p3: the third point spanning the triangle
26 """
27 if (p1.distance(p2) <= 0) or (p2.distance(p3) <= 0) or (
28 p3.distance(p1) <= 0): # check for non -emptiness
29 raise ValueError("empty triangle")
30 #: the first point spanning the triangle
31 self.p1: Final[Point] = p1
32 #: the second point spanning the triangle
33 self.p2: Final[Point] = p2
34 #: the third point spanning the triangle
35 self.p3: Final[Point] = p3
36
37 def area(self) -> int | float:
38 """
39 Get the area of this triangle.
40
41 :return: the area of this triangle
42
43 >>> Triangle(Point(-1, 2), Point(2, 3), Point(4, -3)).area()
44 10.0
45 """
46 return 0.5 * abs(self.p1.x * (self.p2.y - self.p3.y)
47 + self.p2.x * (self.p3.y - self.p1.y)
48 + self.p3.x * (self.p1.y - self.p2.y))
49
50 def points(self) -> tuple[Point , Point , Point ]:
51 """
52 Get the three points describing this triangle.
53
54 :return: a tuple with the three corners of this triangle
55 """
56 return self.p1 , self.p2, self.p3

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/classes/triangle.py


Chapter 13

Dunder Methods

In Python, everything is an object [141, 202]. Functions, modules, classes, datatypes, values of simple
datatypes, and so on – all are objects. Many of these objects have special functionality. For example,
we can add, multiply, and divide numerical objects. We can get string representations for all objects
that we can print to the console. We can iterate over the elements of objects that represent sequences.
We can execute objects that represent functions. These special functionalities are implemented by
so-called dunder methods. Dunder stands for “double underscore”, i.e., __ , with which all the names
of these special methods begin and end. A typical example is the initializer method __init__ , that
creates the attributes of an object.

We already learned that, if we create a subclass of a class, we can define new methods and override
existing ones. We can do the same with dunder methods. This means that we can implement, create,
change, and customize all of the functionalities listed above!

13.1 __str__, __repr__, and __eq__

In Python, we can distinguish two forms of string representations of a given object o :

• str(o) should return a concise and brief representation of the object o . This representation is
mainly for end users. str(o) invokes the __str__ dunder method, if it has been implemented.
Otherwise, __repr__ is used instead.

• repr(o) should ideally return a string representation that contains all the information that is
needed to re-create the object. The target audience here are programmers who are working on
the code, who may need to write precise information into log files, or who are searching for errors.
repr(o) invokes the __repr__ dunder method, if it has been implemented. Otherwise, it returns
the default representation, which is the type name and ID of the object.

These two functions are compared in Listing 13.1. Here, we first create an integer variable the_int
with value 123 . Both str(the_int) and repr(the_int) are "123" . This is to be expected, since this
is all the information that is needed to completely recreate this value and, at the same time, it is also
the most concise way to present the value.

We then create another variable the_str with value "123" . Printing the_str to the stdout,
which is equivalent to print(str(the_str)) , will make the text 123 appear on the console. Printing
repr(the_str) , however, produces ’123’ . Notice the added single quotation marks on each side?
These are necessary. Without them, repr(the_str) and repr(the_int) would be the same. We could
not distinguish whether the value we printed was a string or an integer. This, of course, matters only
if we care about the internal workings of our program. This is the purpose for the existence of repr .

Next, we create two collections. First comes the list l1 , which contains the three inte-
gers 1 , 2 , and 3 . Then we create the list l2 , which contains the three strings "1" , "2" ,
and "3" . Then we print both lists, which will use str(l1) and str(l2) internally. The result of
print(f"{l1 = }, but {l2 = }") is l1 = [1, 2, 3], but l2 = [’1’, ’2’, ’3’] . Notice that the
single quotation marks around the string elements of l2 are printed? When obtaining the string repre-
sentations of the standard Python collections with either str or repr , the elements of the collections
are converted to strings using repr , not str [272]. Otherwise, we could not distinguish l1 and l2 in
the output.

211
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Listing 13.1: Comparing the str and repr representations of integers, strings, lists, and Python’s
datetime class. (stored in file str_vs_repr.py ; output in Listing 13.2)

1 """An example comparing ‘str ‘ and ‘repr ‘."""
2
3 from datetime import UTC , datetime
4
5 the_int: int = 123 # An integer with value 123.
6 print(the_int) # This is identical to ‘print(str(the_int))‘
7 print(repr(the_int)) # Prints the same as above.
8
9 the_string: str = "123" # A string , with value "123".

10 print(the_string) # This is identical to ‘print(str(the_string))‘.
11 print(repr(the_string)) # Notice the added ‘’‘ around the string.
12
13 l1: list[int] = [1, 2, 3] # A list of integers.
14 l2: list[str] = ["1", "2", "3"] # A list of strings.
15 print(f"{l1 = }, but {l2 = }") # str(list) uses repr for list elements.
16
17 # Get the date and time when this program was run.
18 right_now: datetime = datetime.now(tz=UTC)
19
20 # Print the human -readable , concise string representation for users who
21 # want to know that the object means but do not necessarily need to know
22 # its detailed content.
23 print(f" {str(right_now) = }")
24 print(f" right_now = {right_now!s}")
25
26 # Print the format for programmers who need to understand the exact
27 # values of all attributes of ‘right_now ‘.
28 print(f"{repr(right_now) = }")
29 print(f" right_now = {right_now!r}")

↓ python3 str_vs_repr.py ↓

Listing 13.2: The stdout of the program str_vs_repr.py given in Listing 13.1.
1 123
2 123
3 123
4 ’123’
5 l1 = [1, 2, 3], but l2 = [’1’, ’2’, ’3’]
6 str(right_now) = ’2025-04-01 06:16:22.930680+00:00 ’
7 right_now = 2025 -04 -01 06:16:22.930680+00:00
8 repr(right_now) = ’datetime.datetime (2025, 4, 1, 6, 16, 22, 930680 , tzinfo=

↪→ datetime.timezone.utc)’
9 right_now = datetime.datetime (2025, 4, 1, 6, 16, 22, 930680 , tzinfo=

↪→ datetime.timezone.utc)

Another good example of the difference between str and repr is Python’s datetime class. We
will not discuss this class here in any detail. It suffices to know that instances of this class represent a
combination of a date and a time. In the program, we first import the class datetime from the module
of the same name. We create a variable right_now and assign to it the result of the function now ,
which returns an object representing, well, today and the current time.1

If we want to print the result of the str function applied to an object o in an f-string, then we can
either do this using the format specifier !s or by printing the result of str(o) . The former variant is
usually preferred. Anyway, we find that the simple string representation of a datetime object is, well,
a simple human readable date and time string. The result of the function repr for an object o can be
obtained using the format specifier !r or by printing the result of repr(o) . Doing this with a datetime

1In the output of our program given in Listing 13.2, you cannot see the time of your reading, but the time when this
book was compiled.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/str_vs_repr.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/str_vs_repr.py
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Listing 13.3: Investigating string representations and equality for the class Point . (stored in
file point_user_2.py ; output in Listing 13.4)

1 """ Examples for using our class :class:‘Point ‘ without dunder."""
2
3 from point import Point
4
5 p1: Point = Point(3, 5) # Create a first point.
6 p2: Point = Point(7, 8) # Create a second , different point.
7 p3: Point = Point(3, 5) # Create a third point , which equals the first.
8
9 print(f" {str(p1) = }") # should be a short string representation of p1

10 print(f" p1 = {p1!s}") # (almost) the same as the above
11 print(f"{repr(p1) = }") # should be a representation for programmers
12 print(f" p1 = {p1!r}") # (almost) the same as the above
13
14 print(f"{(p1 is p2) = }") # False , p1 and p2 are different objects
15 print(f"{(p1 is p3) = }") # False , p1 and p3 are different objects
16 print(f"{(p1 == p2) = }") # False , because without dunder ‘==‘ = ‘is ‘
17 print(f"{(p1 == p3) = }") # False , but should ideally be True
18 print(f"{(p1 != p2) = }") # True , because without dunder ‘==‘ = ‘is ‘
19 print(f"{(p1 != p3) = }") # True , but should ideally be False
20
21 print(f"{(p1 == 5) = }") # comparison with the integer 5 yields False

↓ python3 point_user_2.py ↓

Listing 13.4: The stdout of the program point_user_2.py given in Listing 13.3.
1 str(p1) = ’<point.Point object at 0x7f1c25589c40 >’
2 p1 = <point.Point object at 0x7f1c25589c40 >
3 repr(p1) = ’<point.Point object at 0x7f1c25589c40 >’
4 p1 = <point.Point object at 0x7f1c25589c40 >
5 (p1 is p2) = False
6 (p1 is p3) = False
7 (p1 == p2) = False
8 (p1 == p3) = False
9 (p1 != p2) = True

10 (p1 != p3) = True
11 (p1 == 5) = False

object gives us all the information that we need to manually recreate the object. We could copy the
output of repr from Listing 13.2 into the Python console! This would re-create the right_now object
with the same data. This would also work with the string representations that we printed for our lists
l1 and l2 above.

Let us now move a bit backwards and revisit a previous example we created by ourselves. In
Section 11.1, we created the class Point for representing points in the two-dimensional Euclidean
plane (see Listing 11.1). This class turned out to be quite useful when we went on to implement
classes for different two-dimensional geometric shapes. Here, we already implemented one dunder
method, the initializer __init__ . Let us play with this class a bit more.

In Listing 13.3, we create three instances of this class. p1 represents the coordinates (3, 5),
p2 stores (7, 8), and p3 has the same coordinates as p1 . In this program, we first print the str
and repr results for p1 . We immediately find them very unsatisfying. Since we implemented neither
__str__ nor __repr__ , the default result for str falls back to the result of repr which then falls back
to just the type name and object ID. This gives us basically no useful information.

While we are on the subject of “not useful,” there is another aspect of our Point class that does
not show useful behavior. Way back in Section 4.5, we discussed the difference between object identity
and object equality. All three variables p1 , p2 , and p3 point to different objects. While p1 is p1 is
obviously True , p1 is p2 and p1 is p3 are obviously False . The three objects are not all different
instances of Point , so this is expected.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/point_user_2.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/point_user_2.py
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However, we find it annoying that p1 == p3 is False , too. p1 == p2 should be (and is) False ,
because the two points are different. But the two points p1 and p3 have the same coordinates. They
should be considered equal for all intents and purposes. Vice versa, p1 != p2 should be (and is) True ,
but p1 != p3 should be False but turns out to be True .

The reason for this is that Python cannot know when and why instances of our own class should
be equal. So it simply assumes that equality = identity, i.e., only identical instances are equal. We
could fix this by implementing the __eq__ dunder method. This method would receive an arbitrary
object other as input and should return True if that is equal to the object whose method was invoked.

If you implement __eq__ , Python will make the reasonable assumption that (a != b)== not (a == b) ,
i.e., assume that two objects are unequal if and only if they are not equal [299]. However, this is not
necessarily always the case2. Therefore, Python also allows us to implement an __ne__ dunder method
to realize inequality differently or, potentially, more efficiently, instead [299].

Finally, we compare whether p1 is the same as the integer number 5 . This, obviously, should
return False . And it does so. This is because the two objects p1 and 5 are not identical. The default
equality comparison only checks for identity. If implement __eq__ by ourselves, this method should
clearly return a value that makes p1 == 5 become False as well. Anything else would be nonsense.

In order to fix all of the problems discussed above, we implement the three dunder methods __str__ ,
__repr__ , and __eq__ for our Point class in Listing 13.5. The concise string representation returned
by __str__ will just be the point coordinates in parentheses. This offers all the information needed at
a glance, but it could be mistaken with a tuple as string. Therefore, the canonical string representation
produced by __repr__ will return a string of the shape "Point(x, y)" .

Finally, the __eq__ method will first check if the other object is an instance of Point . If so, it
will return True if and only if the x and y coordinate of the other point are the same as of the point
self . Otherwise, it will return the constant NotImplemented :

A special value which should be returned by the binary special methods [. . . ] to
indicate that the operation is not implemented with respect to the other type. . .

Note: When a binary (or in-place) method returns NotImplemented the inter-
preter will try the reflected operation on the other type (or some other fallback, de-
pending on the operator). If all attempts return NotImplemented , the interpreter will
raise an appropriate exception. Incorrectly returning NotImplemented will result in a
misleading error message or the NotImplemented value being returned to Python code.

— [39], 2001

In other words, our __eq__ method can only compare the current Point for equality with another Point .
If other is not an instance of Point , then no way to compare for equality with it exists. Now, we
could return False in this case, which would be fine as well. Returning NotImplemented will give us
the same result in comparisons with objects of other types (like 5). However, it keeps an avenue open
for other programmers to design new classes which support comparison with our Point instances in a
consistent way. When we implement the __eq__ method like this, the proper type hint for the return
value is bool |NotImplementedType .

Listing 13.6 is the same as Listing 13.3, but now uses this new variant of our class Point . As you
can see in Listing 13.7, its output now matches much better to what one would expect.

2In [299], it is stated that IEEE 754 floating point numbers do not satisfy that == and != are each other’s comple-
ments. However, I could not find for an example where this was true in the standard [136], maybe with the exception
of signaling nans , which does not matter in Python. Maybe it was true for some Python implementations back then,
as [309] indicates.
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Listing 13.5: Our Point class, extended with the __str__ , __repr__ , and __eq__ dunder methods. (src)
1 """A class for points , with string and equals dunder methods."""
2
3 from math import isfinite
4 from types import NotImplementedType
5 from typing import Final
6
7
8 class Point:
9 """A class for representing a point in the two -dimensional plane."""

10
11 def __init__(self , x: int | float , y: int | float) -> None:
12 """
13 The constructor: Create a point and set its coordinates.
14
15 :param x: the x-coordinate of the point
16 :param y: the y-coordinate of the point
17 """
18 if not (isfinite(x) and isfinite(y)):
19 raise ValueError(f"x={x} and y={y} must both be finite.")
20 #: the x-coordinate of the point
21 self.x: Final[int | float] = x
22 #: the y-coordinate of the point
23 self.y: Final[int | float] = y
24
25 def __repr__(self) -> str:
26 """
27 Get a representation of this object useful for programmers.
28
29 :return: ‘"Point(x, y)"‘
30
31 >>> repr(Point(2, 4))
32 ’Point(2, 4)’
33 """
34 return f"Point({self.x}, {self.y})"
35
36 def __str__(self) -> str:
37 """
38 Get a concise string representation useful for end users.
39
40 :return: ‘"(x,y)"‘
41
42 >>> str(Point(2, 4))
43 ’(2,4)’
44 """
45 return f"({self.x},{self.y})"
46
47 def __eq__(self , other) -> bool | NotImplementedType:
48 """
49 Check whether this point is equal to another object.
50
51 :param other: the other object
52 :return: ‘True ‘ if and only if ‘other ‘ is also a ‘Point ‘ and has
53 the same coordinates; ‘NotImplemented ‘ if it is not a point
54
55 >>> Point(1, 2) == Point(2, 3)
56 False
57 >>> Point(1, 2) == Point(1, 2)
58 True
59 """
60 return (other.x == self.x) and (other.y == self.y) \
61 if isinstance(other , Point) else NotImplemented

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/point_with_dunder.py
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Listing 13.6: The same program exploring string representations and equality as shown in Listing 13.3,
but this time using our new Point class from Listing 13.5. (stored in file point_with_dunder_user.py ;
output in Listing 13.7)

1 """ Examples for using our class :class:‘Point ‘ with dunder methods."""
2
3 from point_with_dunder import Point
4
5 p1: Point = Point(3, 5) # Create a first point.
6 p2: Point = Point(7, 8) # Create a second , different point.
7 p3: Point = Point(3, 5) # Create a third point , which equals the first.
8
9 print(f" {str(p1) = }") # a short string representation of p1

10 print(f" p1 = {p1!s}") # (almost) the same as the above
11 print(f"{repr(p1) = }") # sa representation for programmers
12 print(f" p1 = {p1!r}") # (almost) the same as the above
13
14 print(f"{(p1 is p2) = }") # False , p1 and p2 are different objects
15 print(f"{(p1 is p3) = }") # False , p1 and p3 are different objects
16 print(f"{(p1 == p2) = }") # False , calls our ‘__eq__ ‘ method
17 print(f"{(p1 == p3) = }") # True , as it should be, because of ‘__eq__ ‘
18 print(f"{(p1 != p2) = }") # True , returns ‘not __eq__ ‘
19 print(f"{(p1 != p3) = }") # False , as it should be
20
21 print(f"{(p1 == 5) = }") # comparison with the integer 5 yields False

↓ python3 point_with_dunder_user.py ↓

Listing 13.7: The stdout of the program point_with_dunder_user.py given in Listing 13.6.
1 str(p1) = ’(3,5)’
2 p1 = (3,5)
3 repr(p1) = ’Point(3, 5)’
4 p1 = Point(3, 5)
5 (p1 is p2) = False
6 (p1 is p3) = False
7 (p1 == p2) = False
8 (p1 == p3) = True
9 (p1 != p2) = True

10 (p1 != p3) = False
11 (p1 == 5) = False

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/point_with_dunder_user.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/point_with_dunder_user.py
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13.2 Objects in Sets and as Keys in Dictionaries: __hash__, __eq__

Our Point objects are immutable and just consist of two numerical coordinates. Maybe there could be
an application where someone would like to use them as keys for a dictionary or would like to construct
a set of points. For this to be possible, two things are needed:

• A dunder method __eq__ that compares two Points for equality. This, we already have done in
Listing 13.5.

• A dunder method __hash__ that returns the hash value of a Point in form of an int .

For these two methods, it must hold that [201]

a.__eq__(b) ⇒ a.__hash__() = b.__hash__() (13.1)

This is equivalent [40, 201] to:
a == b ⇒ hash(a) = hash(b) (13.2)

But let us step back a bit here. What is a hash value? Why is an integer hash value needed? Why
does the equality of two objects require them to have the same hash value?

Dictionaries in Python (and Java) internally use tables, where key-value relationships are stored [107,
179]. Sets are basically the same, but only store the keys. The internal tables could be represented
as lists. Differently from lists, new elements are not added at the end. Instead, they would be more
like lists of a fixed length where new elements are placed at specific indices where they can be found
again. These hash tables [66, 155, 257] are very fast. They have an element-wise access/update time
complexity of O(1) [6, 131, 194]. As you know, lists can be indexed by integers. Since we also want
to be able to use objects that are not integers as keys, too, we need a way to “translate” these objects
to integers. That is what __hash__ is supposed to do.

Luckily, __hash__ does not need to compute a valid index into such a table. That would indeed
not be possible: The __hash__ method of an object a cannot know the length of the internal table
underlying a dictionary or set where the object a will be stored. Instead, all it needs to do is to
return one integer value that represents a . The dictionary/set implementation is then responsible for
translating this integer into a valid index into its internal table. It can use modulo division for this. It
will also do lots of other things, e.g., taking care of collisions, i.e., cases where two different objects
have the same hashes (or different hashes that end up mapping to the same index) [107, 179]. None
of this is important here.

What is important is that the hash values are needed to find the objects in the dictionaries and
set. We want to know whether the object a is in the set s? Then the set s uses hash(a) which
invokes a.__hash__() to get the hash value of a .3 It translates the hash value to an index. It checks
its internal table whether there is an object b at that index with b == a . If yes, then, well, a is in
the set s , i.e., a in s yields True . If not, then not. As said, the reality is more complex, because of
potentially occurring collisions, but for our excursion here, this very coarse approximation of how this
works shall suffice.

Anyway, if we want to add an object to the set s : Then again the index is computed via the hash
value and if the object is not already there, it is placed there. Dictionaries work the same, just use
key-value relationships, where the hash values of the keys are computed to find the right places in the
internal tables. The details are (for the third time), unimportant here – but you can read them in these
very interesting sources here [107, 179].

It is already clear, however, that calling __hash__ twice for the same object a must return the same
value. Since this hash value is used to find the place in the table where the object should be, this must
never change. This is also why dictionary (and set) keys must be immutable (see Best Practice 20
and 23).

It is also clear that two objects a and b that are equal must also have the same hash value. If
two objects are equal, it should be that a in s = b in s . Otherwise, it could be that "123" in s
is True for the string constant "123" , but if we read the string "123" from a file, "123" in s could
return False . That would make no sense at all.

With that out of the way, we can now make our Point class hashable. In Listing 13.8, we modify the
Point class from Listing 13.5. We retain the implementation of __eq__ and add the method __hash__ .

3This works the same way in which repr(a) would invoke a.__repr__() if it is defined.
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. . . The __hash__() method should return an integer. The only required property
is that objects which compare equal have the same hash value; it is advised to mix
together the hash values of the components of the object that also play a part in
comparison of objects by packing them into a tuple and hashing the tuple.

— [201], 2001

Best Practice 58 For implementing __eq__ and __hash__ , the following rules hold [201]:

• Only immutable classes are allowed to implement __hash__ , i.e., only classes where all
attributes have the Final type hint and are only assigned on the initialize __init__ .

• The result of a.__hash__() must never change (since a must never change either).

• If a class does not define __eq__ , it cannot implement __hash__ either.

• Instances of a class that implements __eq__ but not __hash__ cannot be used as keys
in a dictionary or set.

• Only instances of a class that implements both __eq__ and __hash__ can be used as
keys in dictionaries or sets.

• Then, the results of __eq__ and __hash__ must be computed using the exactly same
attributes. In other words, the attributes of an object a that determine the re-
sults of a.__eq__(...) must be exactly the same as those determining the results
of a.__hash__(...) .

• It is best to compute a.__hash__(...) by simply putting all of these attributes into a
tuple and then passing this tuple to hash .

• Two objects that are equal must have the same hash value, i.e., Equations 13.1 and 13.2
must hold.

That sounds complicated, but is actually very easy. The only attributes that play a role in our
__eq__ method are the two coordinates of the point, self.x and self.y . So the result __hash__
should simply be hash((self.x, self.y)) . The double-parentheses are because this basically means
t = (self.x, self.y) and then computing hash(t) .

One may be a bit scared regarding integers and floats. We permitted the coordinates of
our points to be either ints or floats . Since 5.0 == 5 holds, we could feel anxious whether
hash(5.0)== hash(5) would also hold. If not, then something like hash((5.0, 3))!= hash((5, 3))
could happen, which could lead to Point(5.0, 3).__hash__()!= Point(5, 3).__hash__() while
Point(5.0, 3).__eq__(Point(5, 3)) is True . This would then violate Best Practice 58.

If that would happen, we could create sets that contain equal elements multiple times. Which,
in turn, would violate the definition of sets. That would be a very counter-intuitive bug in our code.
Actually, I secretly planned to use this as a very tricky example for learning how to use the debugger. . .
Alas, the developers of Python have already solved this:

Numeric values that compare equal have the same hash value (even if they are of
different types, as is the case for 1 and 1.0).

— [41], 2001

Therefore, we can indeed implement __hash__ with a single line of code in Section 13.2. And I will
later find another example on how the debugger can be used to spot errors in code.

We use our new variant of the Point class in Listing 13.9. We again first create three
points p1 = Point(3, 5) , p2 = Point(7, 8) and p3 = Point(3, 5.0) . p1 == p2 is False , while
p1 == p3 is True , despite the y -coordinate of p1 is an int and the one of p2 is a float (but with
the same value). When we create the set points as {p1, p2, p3} , it will have the size 2. Since
p1 == p3 , only one of these two objects is stored in the set. However, p1 in points , p2 in points ,
and p3 in points are all True . This is because p1 and p3 also have the same hash value.
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If we create a new point p4 with coordinates equal to those of p2 , then p4 in points will also
hold. However, a point p5 whose coordinates are different from those of p1 and p2 will not be an
element of points , i.e., p5 in points would be False .

Now we can also use the instances of our class Point as keys for a dictionary point_vals . The
same dictionary operations as discussed way back in Section 5.4 can be used without problems.
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Listing 13.8: Our Point class, extended with the __eq__ and __hash__ dunder methods. (src)
1 """A class for points , with equals and hash dunder methods."""
2
3 from math import isfinite
4 from types import NotImplementedType
5 from typing import Final
6
7
8 class Point:
9 """A class for representing a point in the two -dimensional plane."""

10
11 def __init__(self , x: int | float , y: int | float) -> None:
12 """
13 The constructor: Create a point and set its coordinates.
14
15 :param x: the x-coordinate of the point
16 :param y: the y-coordinate of the point
17 """
18 if not (isfinite(x) and isfinite(y)):
19 raise ValueError(f"x={x} and y={y} must both be finite.")
20 #: the x-coordinate of the point
21 self.x: Final[int | float] = x
22 #: the y-coordinate of the point
23 self.y: Final[int | float] = y
24
25 def __repr__(self) -> str:
26 """
27 Get a representation of this object useful for programmers.
28
29 :return: ‘"Point(x, y)"‘
30 """
31 return f"Point({self.x}, {self.y})"
32
33 def __eq__(self , other) -> bool | NotImplementedType:
34 """
35 Check whether this point is equal to another object.
36
37 :param other: the other object
38 :return: ‘True ‘ if and only if ‘other ‘ is also a ‘Point ‘ and has
39 the same coordinates; ‘NotImplemented ‘ if it is not a point
40 """
41 return (other.x == self.x) and (other.y == self.y) \
42 if isinstance(other , Point) else NotImplemented
43
44 def __hash__(self) -> int:
45 """
46 Compute the hash of a :class:‘Point ‘.
47
48 :return: the hash code
49
50 >>> hash(Point(4, 5))
51 -1009709641759730766
52 """
53 return hash((self.x, self.y)) # hash over the tuple of values

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/point_with_hash.py
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Listing 13.9: Using the new Point class from Listing 13.8 in sets and dictionaries. (stored in
file point_with_hash_user.py ; output in Listing 13.10)

1 """ Examples for using our class :class:‘Point ‘ with hash."""
2
3 from point_with_hash import Point
4
5 p1: Point = Point(3, 5) # Create a first point.
6 p2: Point = Point(7, 8) # Create a second , different point.
7 p3: Point = Point(3, 5.0) # A third point , which equals the first.
8
9 print(f"{(p1 == p2) = }") # False , since p1 is really != p2

10 print(f"{(p1 == p3) = }") # True , since p1 equals p3
11
12 points: set[Point] = {p1, p2 , p3} # This set will contain 2 points.
13 print(f"{points = }") # The set of two points , because p1 == p2.
14 print(f"{p1 in points = }") # True
15 print(f"{p2 in points = }") # True
16 print(f"{p3 in points = }") # True
17 print(f"{Point (7.0, 8.0) in points = }") # True: point is equal to p2
18 print(f"{Point (3.1, 5) in points = }") # False: point is not in the set
19
20 # A dictionary with points as keys.
21 point_vals: dict[Point , str] = {p1: "A", p2: "B"}
22 print(f"{point_vals = }") # {Point(3, 5): ’A’, Point(7, 8): ’B’}
23 point_vals[Point(7, 9)] = "C" # Put a new point/string -item in the dict
24 print(f"{point_vals = }") # Now there are three items.

↓ python3 point_with_hash_user.py ↓

Listing 13.10: The stdout of the program point_with_hash_user.py given in Listing 13.9.
1 (p1 == p2) = False
2 (p1 == p3) = True
3 points = {Point(7, 8), Point(3, 5)}
4 p1 in points = True
5 p2 in points = True
6 p3 in points = True
7 Point (7.0, 8.0) in points = True
8 Point (3.1, 5) in points = False
9 point_vals = {Point(3, 5): ’A’, Point(7, 8): ’B’}

10 point_vals = {Point(3, 5): ’A’, Point(7, 8): ’B’, Point(7, 9): ’C’}

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/point_with_hash_user.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/point_with_hash_user.py
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13.3 Arithmetic Dunder and Ordering

Much of Python’s syntactic behavior can be grounded on dunder methods. Indeed, even the arithmetic
operators + , - , * , and / . This allows us to define new numerical types if we want.

Here, we will do exactly that: We implement the basic arithmetic operations for a class Fraction
that represents fractions q ∈ Q, i.e., it holds that q = a

b with a, b ∈ Z and b ̸= 0.4 In other words,
we want to pour primary school mathematics into a new numerical type. To refresh our memory, a is
called the numerator and b is called the denominator of the fraction a

b .
The overall code for this class is a bit longer compared to our previous examples. We therefore split

it into several parts, namely Listings 13.11 to 13.15 (and later add Listing 13.19). At first we need to
decide which attributes such a class would need. We construct the initializer dunder method __init__
in Listing 13.11.

Since the fraction a
b can be defined by the two integer numbers a and b, it makes sense to also have

two int attributes a and b in our Fraction class. We want our numbers to be immutable, because
like you cannot change the value of 5 , you should also not be able to change the value of 1/3 . The
attributes will therefore receive the type hint Final[int] [274].

Our fractions should be canonical. It is totally possible that two fractions a
b = c

d with a ̸= c or
b ̸= c. This is the case for, let’s say, −9

3 and 12
−4 . In such cases we want to ideally store them in objects

that have exactly the same attribute values.
The fractions 1

2 and 2
4 are the same. They should both be represented as 1

2 . It is clear that a
b = c∗a

c∗b
for all integer numbers a, b, c ∈ Z and b, c > 0. Before storing a and b, we will divide both numbers
by their greatest common divisor. Back in Section 8.1, we implemented our own function gcd for
computing the greatest common divisor based on the Euclidean algorithm. This time, we will use the
gcd function from the math module directly. Anyway, dividing the numerator and denominator by their
gcd ensures that our fractions are represented in a compact way.

This leaves only the question where the sign should be stored. Obviously, −5
2 = 5

−2 and 5
2 = −5

−2 .
We decide that the sign of the fraction is always stored in the attribute a . In other words, if a

b < 0, then
a will be negative, otherwise it should be positive. It can only be that a

b < 0 if exactly one of a < 0 or
b < 0 is true. Therefore, the sign of our fraction is determined by -1 if ((a < 0)!= (b < 0))else 1 .

In the initializer, we also need to make sure that things like 7
0 do not happen. In this case, we will

raise an ZeroDivisionError .
As last step, we must add proper doctests to the initializer. We need to check whether the values a

and b are properly stored in the attributes a and b . Then we need to check whether our canonicalization
by dividing with the gcd correctly maps 12

2 to 6
1 . And we need to verify that 2

−12 and −2
12 correctly

become −1
6 while −2

−12 becomes 1
6 . The special case of the number zero also needs to be checked:

We know that gcd(0, -9)= -9 , so it should work, but it is better to verify that 0
−9 is indeed mapped

to 0
1 . Finally, we need to verify that the ZeroDivisionError is indeed raised when we try to instantiate

Fraction with a zero denominator. Without needing to read the actual code of __init__ , a user can
therefore already learn a lot about how our class Fraction represents rational numbers just from the
doctests.

Several special fractions will occur very often in computations. Instead of creating them again and
again, we can define them as constants. A constant is a variable that must never be changed.

Best Practice 59 Constants are module-level variables which must be assign a value upon
definition and which must be annotated with the type hint Final [274].

Best Practice 60 The names of constants contain only capital letters with underscores sepa-
rating words. Examples include MAX_OVERFLOW and TOTAL [302].

Best Practice 61 Constants are documented by writing a comment starting with #: imme-
diately above them [266].

4Python already has such a type built-in. Our goal here is to explore dunder methods, so we make our own class
instead. In any actual application, you would use the more efficient class Fraction from the module fractions [101].
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Listing 13.11: Part 1 of the Fraction class: The initializer __init__ and global constants. (src)
1 """A new numerical type for fractions."""
2
3 from math import gcd
4 from types import NotImplementedType
5 from typing import Final , Union
6
7
8 class Fraction:
9 """The class for fractions , i.e., rational numbers."""

10
11 def __init__(self , a: int , b: int = 1) -> None:
12 """
13 Create a normalized fraction.
14
15 :param a: the numerator
16 :param b: the denominator
17
18 >>> f"{Fraction (12, 1).a}, {Fraction (12, 1).b}"
19 ’12, 1’
20 >>> f"{Fraction (12, 2).a}, {Fraction (12, 2).b}"
21 ’6, 1’
22 >>> f"{Fraction(2, 12).a}, {Fraction(2, 12).b}"
23 ’1, 6’
24 >>> f"{Fraction(2, -12).a}, {Fraction(2, -12).b}"
25 ’-1, 6’
26 >>> f"{Fraction(-2, -12).a}, {Fraction(-2, -12).b}"
27 ’1, 6’
28 >>> f"{Fraction(-2, 12).a}, {Fraction(-2, 12).b}"
29 ’-1, 6’
30 >>> f"{Fraction(0, -9).a}, {Fraction(0, -9).b}"
31 ’0, 1’
32 >>> try:
33 ... Fraction(1, 0)
34 ... except ZeroDivisionError as z:
35 ... print(z)
36 1/0
37 """
38 if b == 0: # A denominator of zero is not permitted.
39 raise ZeroDivisionError(f"{a}/{b}")
40 g: int = gcd(a, b) # We use the GCD to normalize the fraction.
41 sign: int = -1 if ((a < 0) != (b < 0)) else 1 # The sign.
42 #: the numerator of the fraction will also include the sign
43 self.a: Final[int] = sign * abs(a // g)
44 #: the denominator of the fraction will always be positive
45 self.b: Final[int] = abs(b // g)
46
47
48 #: the constant zero
49 ZERO: Final[Fraction] = Fraction(0, 1)
50 #: the constant one
51 ONE: Final[Fraction] = Fraction(1, 1)
52 #: the constant 0.5
53 ONE_HALF: Final[Fraction] = Fraction(1, 2)

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/fraction.py
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Listing 13.12: Part 2 of the Fraction class: String representation via __str__ and __repr__ . (src)
1 def __str__(self) -> str:
2 """
3 Convert this number to a string fractional.
4
5 :return: the string representation
6
7 >>> print(Fraction(-5, 12))
8 -5/12
9 >>> print(Fraction(3, -1))

10 -3
11 >>> print(Fraction (12, 23))
12 12/23
13 """
14 return str(self.a) if self.b == 1 else f"{self.a}/{self.b}"
15
16 def __repr__(self) -> str:
17 """
18 Convert this number to a string.
19
20 :return: the string representation
21
22 >>> Fraction(-5, 12)
23 Fraction(-5, 12)
24 >>> Fraction(3, -1)
25 Fraction(-3, 1)
26 >>> Fraction (12, 23)
27 Fraction (12, 23)
28 """
29 return f"Fraction({self.a}, {self.b})"

We define three constants, ZERO , ONE , and ONE_HALF , which hold corresponding instances of Fraction .
These numbers are often used, and providing them as constant can safe both runtime and memory.

Did you notice that we had to write doctests in the docstring of our class in a very inconvenient way?
This was because we did not yet define the __str__ and __repr__ methods for our class Fraction .
We do this in Listing 13.12. The method __str__ is supposed to return a compact representation
of the fractions. We implement such that it returns self.a as string if the denominator is one, i.e.,
if self.b == 1 . Otherwise, it should return f"{self.a}/{self.b}" . This is easy and clear enough for
each user to immediately recognize the value of the fraction. It is also ambiguous, though, because one
cannot distinguish str(Fraction(12, 1)) from str(12) , i.e., fractions that represent integer numbers
will produce the same strings as integer numbers. The __repr__ method exists to produce unambiguous
output. We implement it to return f"Fraction({self.a}, {self.b})" .

In the docstrings of both methods, we include doctests. Notice that __str__ is used if pass an
object to print . This means that we can compare the expected output of f.__str__() for a fraction f
to the result of print(f) . Otherwise, doctests always convert objects to string using repr , meaning
that the line Fraction(-5, 12) in the doctest of __repr__ actually calls repr(Fraction(-5, 12) .
Anyway, with the string conversion out of the way, we can begin to implement mathematical operators.

In Listing 13.13, we want to enable our Fraction class to be used with the + and - operators. In
Python, doing something like x + y will invoke x.__add__(y) , if the class of x defines the __add__
method. From primary school, we remember that a

b + cd = a∗d+c∗b
b∗d . Therefore, if other is also an

instance of Fraction , __add__(other) computes the result like that and creates a new Fraction .
Notice that the initializer of that new fraction will automatically normalize the fraction by using gcd .
If other is not an instance of Fraction , we return NotImplemented , because this would enable Python
to look for other routes to perform addition with our objects.5The behavior of this method is again be
tested with doctests. These check that 1

3 + 1
2 actually yields 5

6 and that 1
2 + 1

2 really returns 1
1 . They

5Python would then look whether other provides an __radd__ method that does not return NotImplemented
. . . but we will not implement all possible arithmetic dunder methods here so we skip this one.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/fraction.py
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Listing 13.13: Part 3 of the Fraction class: Addition (via __add__) and subtraction (via __sub__). (src)
1 def __add__(self , other) -> Union[NotImplementedType , "Fraction"]:
2 """
3 Add this fraction to another fraction.
4
5 :param other: the other number
6 :return: the result of the addition
7
8 >>> print(Fraction(1, 3) + Fraction(1, 2))
9 5/6

10 >>> print(Fraction(1, 2) + Fraction(1, 2))
11 1
12 >>> print(Fraction (21, -12) + Fraction (-33, 42))
13 -71/28
14 """
15 return Fraction ((self.a * other.b) + (other.a * self.b),
16 self.b * other.b) if isinstance(other , Fraction)\
17 else NotImplemented
18
19 def __sub__(self , other) -> Union[NotImplementedType , "Fraction"]:
20 """
21 Subtract this fraction from another fraction.
22
23 :param other: the other fraction
24 :return: the result of the subtraction
25
26 >>> print(Fraction(1, 3) - Fraction(1, 2))
27 -1/6
28 >>> print(Fraction(1, 2) - Fraction(3, 6))
29 0
30 >>> print(Fraction (21, -12) - Fraction (-33, 42))
31 -27/28
32 """
33 return Fraction(
34 (self.a * other.b) - (other.a * self.b), self.b * other.b)\
35 if isinstance(other , Fraction) else NotImplemented

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/fraction.py
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Listing 13.14: Part 4 of the Fraction class: Multiplication (via __mul__), division (via __truediv__),
and computing the absolute value (via __abs__). (src)

1 def __mul__(self , other) -> Union[NotImplementedType , "Fraction"]:
2 """
3 Multiply this fraction with another fraction.
4
5 :param other: the other fraction
6 :return: the result of the multiplication
7
8 >>> print(Fraction(6, 19) * Fraction(3, -7))
9 -18/133

10 """
11 return Fraction(self.a * other.a, self.b * other.b) \
12 if isinstance(other , Fraction) else NotImplemented
13
14 def __truediv__(self , other) -> Union[NotImplementedType , "Fraction"]:
15 """
16 Divide this fraction by another fraction.
17
18 :param other: the other fraction
19 :return: the result of the division
20
21 >>> print(Fraction(6, 19) / Fraction(3, -7))
22 -14/19
23 """
24 return Fraction(self.a * other.b, self.b * other.a) \
25 if isinstance(other , Fraction) else NotImplemented
26
27 def __abs__(self) -> "Fraction":
28 """
29 Get the absolute value of this fraction.
30
31 :return: the absolute value.
32
33 >>> print(abs(Fraction(-1, 2)))
34 1/2
35 >>> print(abs(Fraction(3, 5)))
36 3/5
37 """
38 return self if self.a > 0 else Fraction(-self.a, self.b)

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/fraction.py
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also check correct normalization by trying 21
−12 + −33

42 = 882+396
−504 = 1278

−504 = 18∗1278
18∗−28 = −71

28 .

After confirming that these tests succeed, we continue by implementing the __sub__ method in
exactly the same way. This enables subtraction by using - , because x - y will invoke x.__sub__(y) ,
if the class of x defines the __sub__ method. Clearly, a

b − cd = a∗d−c∗b
b∗d . As doctests, the same three

cases as used for __add__ will do.
In Listing 13.14, we now focus on multiplication and division. The * operation will utilize a __mul__ ,

if implemented, and that / operation uses __truediv__ . Multiplying the fractions a
b and c

d yields a∗c
b∗d .

Dividing a
b by c

d yields a∗d
b∗c . The dunder methods can be implemented according to the same schematic

as before. We test multiplication by confirming that 6
19 ∗

3
−7 = 6∗3

19∗−7 = 18
−133 = −18

133 . The division is
tested by computing whether 6

19 ∗
3
−7 = 6∗−7

19∗3 = −42
57 = 3∗−14

3∗19 indeed gives us −14
19 .

Now we also implement support for the abs function. abs returns the absolute value of a number.
Therefore, abs(5) = abs(-5) = 5 . If present, abs(x) will invoke x.__abs__() . We can implement
this method as follows: If our fraction is positive, then it can be returned as-is. Otherwise, we return
a new, positive variant of our fraction by simply flipping the sign of it.

Finally, in Listing 13.15 we implement the six rich comparison dunder methods given in [299]:

• __eq__ implements the functionality of == , as we already discussed before.

• __ne__ implements the functionality of != .

• __lt__ implements the functionality of < .

• __le__ implements the functionality of <= .

• __gt__ implements the functionality of > .

• __ge__ implements the functionality of >= .

Implementing equality and inequality is rather easy, since our fractions are all normalized. For two
fractions x and y , it holds only that x == y if x.a == y.a and x.b == y.b . __eq__ is thus quickly
implemented. __ne__ is its complement for the != operator. x != y is True if either x.a != y.a or
x.b != y.b .

The other four comparison methods can be implemented by remembering how we used the common
denominator for addition and subtraction. We did addition like this: a

b + c
d = a∗d

b∗d + c∗b
b∗d = a∗d+c∗b

b∗d .
Looking at this again, we realize that a

b < c
d is the same as a∗d

b∗d < c∗b
b∗d , which must be the same

as a ∗ d < c ∗ b. Thus, a
b ≤

c
d is the same as a ∗ d ≤ c ∗ b. The greater and greater-or-equal operations

can be defined the other way around.
All six comparison operations are defined accordingly in Listing 13.15. This time, I omitted doctests

for the sake of space. Matter of fact, I have shortened the code and tests in all of the above code
snippets. For example, we do not check whether the parameters of the initializer __init__ are actually
integers (and raise a TypeError otherwise). Such checks should then be covered by doctests. You
should never omit such checks and tests, because in program code, you do have space. Your code does
not need to fit on book pages. . .

Anyway, in Listing 13.16 we present the output of pytest running the doctests of all the methods
we implemented. All of them succeed. This means that we can be fairly confident that using our
Fraction class in real computations would provide us correct results.
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Listing 13.15: Part 5 of the Fraction class: All order-related dunder methods. (src)
1 def __eq__(self , other) -> bool | NotImplementedType:
2 """
3 Check whether this fraction equals another fraction.
4
5 :param other: the other fraction
6 :returns: ‘True ‘ if ‘self ‘ equals ‘other ‘, ‘False ‘ otherwise
7 """
8 return (self.a == other.a) and (self.b == other.b) \
9 if isinstance(other , Fraction) else NotImplemented

10
11 def __ne__(self , other) -> bool | NotImplementedType:
12 """
13 Check whether this fraction does not equal another fraction.
14
15 :param other: the other fraction
16 :returns: ‘False ‘ if ‘self ‘ equals ‘other ‘, ‘True ‘ otherwise
17 """
18 return (self.a != other.a) or (self.b != other.b) \
19 if isinstance(other , Fraction) else NotImplemented
20
21 def __lt__(self , other) -> bool | NotImplementedType:
22 """
23 Check whether this fraction is less than another fraction.
24
25 :param other: the other fraction
26 :returns: ‘True ‘ if ‘self ‘ less than ‘other ‘, ‘False ‘ otherwise
27 """
28 return ((self.a * other.b) < (other.a * self.b)) \
29 if isinstance(other , Fraction) else NotImplemented
30
31 def __le__(self , other) -> bool | NotImplementedType:
32 """
33 Check whether this fraction is less than or equal to another.
34
35 :param other: the other fraction
36 :returns: ‘True ‘ if ‘self <= other ‘, ‘False ‘ otherwise
37 """
38 return ((self.a * other.b) <= (other.a * self.b)) \
39 if isinstance(other , Fraction) else NotImplemented
40
41 def __gt__(self , other) -> bool | NotImplementedType:
42 """
43 Check whether this fraction is greater than another fraction.
44
45 :param other: the other fraction
46 :returns: ‘True ‘ if ‘self > other ‘, ‘False ‘ otherwise
47 """
48 return ((self.a * other.b) > (other.a * self.b)) \
49 if isinstance(other , Fraction) else NotImplemented
50
51 def __ge__(self , other) -> bool | NotImplementedType:
52 """
53 Check whether this fraction is greater than or equal to another.
54
55 :param other: the other fraction
56 :returns: ‘True ‘ if ‘self >= other ‘, ‘False ‘ otherwise
57 """
58 return ((self.a * other.b) >= (other.a * self.b)) \
59 if isinstance(other , Fraction) else NotImplemented

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/fraction.py
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Listing 13.16: The output of pytest executing the doctests for our Fraction class.
1 $ pytest --timeout =10 --no-header --tb=short --doctest -modules fraction.py
2 ========================== test session starts ==========================
3 collected 9 items
4
5 fraction.py ......... [100%]
6
7 =========================== 9 passed in 0.02s ===========================
8 # pytest 8.3.5 with pytest -timeout 2.3.1 succeeded with exit code 0.
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13.4 Interlude: Debugging

We now want to use mathematics based on our class Fraction for some “real” computation. Remember
back in Section 7.6, we implemented the algorithm of Heron to compute the square root using a
while loop. In Section 8.2, we then poured this code into a function. If we revisit this function sqrt in
Listing 8.5, we notice that it computes the square root using only comparison, addition, multiplication,
and division. We do have these operations available for Fractions ! This would mean that we could
now compute the square root of a number to an arbitrary precision. We could compute

√
2 accurate

to 700 digits!
Except, so far, we do not have anything that would print these digits. Our __str__ method returns

fractions like a/b . Had we computed a fraction that approximates
√

2 to some precision, this could
maybe be printed as 6369051672525773

4503599627370496 . Instead, we want it to print as 1.4142135623730951. So we
first need to implement a method decimal_str , which translates a Fraction to such a decimal string.
Since some fractions, like 1

3 and 1
7 have never-ending decimal representations, this function needs a

parameter max_frac specifying the maximum number of fractional digits to generate. We will set it to
100 by default.

In Listing 13.17 we present the part of our class Fraction that contains the code converting the
fraction to a decimal string. Like all of our code in Fraction , it takes the straightforward and probably
inefficient route. The idea is simply to first cut-off the integer part of the fraction and then to produce
the fractional digits one-by-one.

We begin our function decimal_str by first copying the numerator into a variable a . If a == 0 ,
then the whole fraction is 0 and we can directly return "0" . Otherwise, we check if the fraction is
negative. The Boolean variable negative is set to True if a < 0 and to negative otherwise. We
then make sure that a is positive by computing abs(a) . Then we also copy the denominator into
a variable b . We will not change the local variable b in our function, so we mark it with the type
hint Final .

Best Practice 62 Every time you declare a variable that you do not intend to change, mark it
with the type hint Final [274]. On one hand, this conveys the intention “this does not change”
to anybody who reads the code. On the other hand, if you do accidentally change it later,
tools like Mypy can notify you about this error in your code.

We now want to fill a list digits with the digits representing the fraction in a while loop. Let us
assume that our fraction is − 179

16 . Then negative == True , a = 179 , and b = 16 . In the loop body,
we append the result of the integer division of a by b , i.e., a // b , to the list digits . In the first
iteration, this gives us 179 // 16 . So the first “digit” we add to digits is 11 . This is the integer part
of our fraction and this is the only time that a digit larger than 9 can appear. We now update a to
10 * (a %b) . % is the modulo division, so a % b gives us the remainder of the division of 179 by 16,
namely 3. Thus, we get a = 30 .

In the second iteration, a // b , i.e., 30 // 16 , gives us the next digit 1 . Now, 10 * (a %b) gives
us 140 as the new value of a . This then gives 140 // 16 , namely 8, as the third digit and a is updated
to 10 * (a %b) , which is 120. At the beginning of the fourth iteration, a = 120 (while b = 16 remains
unchanged). The fourth value appended to digits therefore is 120 // 16 == 7 . The variable a is
updated to the result of 10 * (a %b) , which is 80. As last digit, we therefore add 80 // 16 , which
is 5 . This is the last digit, because 80 % 16 is 0. Therefore, a == 0 holds after the fifth iteration. This
makes the first part of the the loop condition (a != 0) become False and the loop terminates.

At this point, digits == [11, 1, 8, 7, 5] . This is also right, because 179
16 = 11.1875.

Notice that there are two conditions which can make the loop stop: It stops if we can represent the
fraction completely and exhaustively as decimal string, which was the case in our example. It also stop
if we reach the maximum number of fractional digits, i.e., if len(digits) exceeds max_frac .

For example, if I want to represent 10006
10000 = 1.0006 with only 3 fractional digits. After the loop, the

list digits would be [1, 0, 0, 0] . At this stage, we would have a = 60000 and b = 10000 . The 6
at the end of the numerator is a bit annoying: If we represent this fraction with three digits, it should
be 1.001, not the 1.000 corresponding to our digits list. All we need to do to fix this is to check
whether the next digit that we would not append to digits would be greater or equal to 5. If so,
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Listing 13.17: Part 6 of the Fraction class: Adding a decimal_str conversion method. (src)
1 def decimal_str(self , max_frac: int = 100) -> str:
2 """
3 Convert the fraction to decimal string.
4
5 :param max_frac: the maximum number of fractional digits
6 :return: the string
7
8 >>> Fraction (124, 2).decimal_str ()
9 ’62’

10 >>> Fraction(1, 2).decimal_str ()
11 ’0.5’
12 >>> Fraction(1, 3).decimal_str (10)
13 ’0.3333333333 ’
14 >>> Fraction (-101001, 100000000).decimal_str ()
15 ’ -0.00101001 ’
16 >>> Fraction (1235, 1000).decimal_str (2)
17 ’1.24’
18 >>> Fraction (99995 , 100000).decimal_str (5)
19 ’0.99995 ’
20 >>> Fraction (91995 , 100000).decimal_str (3)
21 ’0.92’
22 >>> Fraction (99995 , 100000).decimal_str (4)
23 ’1’
24 """
25 a: int = self.a # Get the numerator.
26 if a == 0: # If the fraction is 0, we return 0.
27 return "0"
28 negative: Final[bool] = a < 0 # Get the sign of the fraction.
29 a = abs(a) # Make sure that ‘a‘ is now positive.
30 b: Final[int] = self.b # Get the denominator.
31
32 digits: Final[list] = [] # A list for collecting digits.
33 while (a != 0) and (len(digits) <= max_frac): # Create digits.
34 digits.append(a // b) # Add the current digit.
35 a = 10 * (a % b) # Ten times the remainder -> next digit.
36
37 if (a // b) >= 5: # Do we need to round up?
38 digits [-1] += 1 # Round up by incrementing last digit.
39
40 if len(digits) <= 1: # Do we only have an integer part?
41 return str((-1 if negative else 1) * digits [0])
42
43 digits.insert(1, ".") # Multiple digits: Insert a decimal dot.
44 if negative: # Do we need to restore the sign?
45 digits.insert(0, "-") # Insert the sign at the beginning.
46 return "".join(map(str , digits)) # Join all digits to a string.

we increment the last digit by 1.6 To introduce this rounding behavior, we insert an if (a // b)>= 5
which does digits[-1] += 1 if its condition is met.

We now have a representation of the fraction as a list of decimals. All we need to do is to convert
these to a string and return them to the user.

First, we check if we need to insert a decimal dot (“.”). If we only have a single digit, then our
fraction is an integer number and we can return it as such. Thus, if len(digits)<= 1 , we convert
the single digit to a string (after re-inserting the sign).

Otherwise, we need to have a “.” after the first number in digits . We can use digits.insert(1, ".")
to place it there. In our original example of −179

16 , we first had digits == [11, 1, 8, 7, 5] . After
this step, we get digits == [11, ".", 1, 8, 7, 5] .

6This is an error, as we will later see.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/fraction_decimal_str_err.py
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Listing 13.18: The output of pytest executing the doctests for our Fraction class with the
decimal_str method from Listing 13.17: It fails!

1 $ pytest --timeout =10 --no-header --tb=short --doctest -modules
↪→ fraction_decimal_str_err.py

2 ========================== test session starts ==========================
3 collected 1 item
4
5 fraction_decimal_str_err.py F [100%]
6
7 =============================== FAILURES ================================
8 ________ [doctest] fraction_decimal_str_err.Fraction.decimal_str ________
9 038 ’0.5’

10 039 >>> Fraction(1, 3).decimal_str (10)
11 040 ’0.3333333333 ’
12 041 >>> Fraction (-101001 , 100000000).decimal_str ()
13 042 ’ -0.00101001 ’
14 043 >>> Fraction (1235 , 1000).decimal_str (2)
15 044 ’1.24’
16 045 >>> Fraction (99995 , 100000).decimal_str (5)
17 046 ’0.99995’
18 047 >>> Fraction (91995 , 100000).decimal_str (3)
19 Expected:
20 ’0.92’
21 Got:
22 ’0.9110’
23
24 /home/runner/work/programmingWithPython/programmingWithPython/__git__/git/

↪→ git__mwsh3eb/dunder/fraction_decimal_str_err.py:47: DocTestFailure
25 ======================== short test summary info ========================
26 FAILED fraction_decimal_str_err.py:: fraction_decimal_str_err.Fraction.

↪→ decimal_str
27 =========================== 1 failed in 0.01s ===========================
28 # pytest 8.3.5 with pytest -timeout 2.3.1 failed with exit code 1.

If the fraction was negative , we place a minus sign before the string, via digits.insert(0, "-") .
In our example, this means that we get digits == ["-", 11, ".", 1, 8, 7, 5] .

All what remains is translate all the integers to strings and to concatenate the result. A single line
of code takes care of that: "".join(map(str, digits)) . map returns a generator that applies the str
function to all the elements in digits . str applied to a string just returns the string itself. Applied to
an integer, it converts it to a string.

The method join of a string concatenates all elements of the sequence it receives as parameter and
places the string itself as separator. For example, "X".join(["a", "b", "c"]) would yield "aXbXc" .
We use the empty string for joining, so for our example, we finally return -11.1875 .

After finishing the implementation of decimal_str , what remains to do is to test it. We do this by
adding several standard and corner cases. We first test that integer numbers are correctly represented.
It is clear that Fraction(124, 2).decimal_str() should yield "62" . Then we check a simple fraction
that can exactly be translated: Fraction(1, 2).decimal_str() should result in 0.5 .

As fraction that cannot be exactly written down as finite decimal string, we choose 1
3 . 1

3 to ten
digits should yield "0.3333333333" . As example for negative fractions and also as an example for
fractions with multiple leading zeros, we use −101001

100000000 . This should give us "-0.00101001" .
As test for rounding off the last digit, we expect that Fraction(1235, 1000).decimal_str(2) should

yield 1.24 . This number would have three fractional digits, but we only want two. Since the third digit
would be a 5, the rounding should should occur. Instead of "1.235" or "1.23" , we would expect to
see "1.24" . Fraction(99995, 100000).decimal_str(5) , i.e., 0.99995 rounded to five decimal digits,
should yield "0.99995" .

Computing Fraction(91995, 100000).decimal_str(3) means rounding 0.91995 to three decimals.
The last digit, a 5, would be cut off. This means that we need to round-up, which would make
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(13.1.1) We open a contact menu by right-clicking into out
function. We left-click on Run ‘Doctest decimal_str’ .

(13.1.2) The doctests are run, and in the window at the
bottom-left, we see the failing tests.

(13.1.3) Left-clicking on the first failed test in the small
window shows us the test output in bottom-centered win-
dow.

(13.1.4) Left-clicking on the second failed test in the small
window shows us the test output in bottom-centered win-
dow.

Figure 13.1: Running doctests in PyCharm.

the second-to-last 9 to also be rounded up, causing the next 9 to toggle as well. The 1 would then
be rounded up to a 2 and we should get "0.92" . A similar thing should happen when we evaluate
Fraction(99995, 100000).decimal_str(4) : Rounding 0.9995 to four digits will round-up the 5, which
will cause all the 9s to toggle, finally resulting in a "1" .

In Listing 13.18, we find the results of the doctests ran with pytest. Interestingly, they fail! The
output tells us that Fraction(91995, 100000).decimal_str(3) does not yield the expected "0.92" .
Instead, we get "0.9110" . Where does the trailing zero come from? And why do we have two 1s?
Even if we did not round correctly, at least we should get something like 0.919, but certainly not 0.911?

We want to investigate this very strange error. First, let us repeat the doctests by also exe-
cuting them inside PyCharm in Figure 13.1. We open our source file and scroll to our function
decimal_str . With a right mouse click, a context menu is opened. Here, we then left-click on
Run ‘Doctest decimal_str’ (Figure 13.1.1).

This executes all the doctests. In the small window at the bottom-left, we can see the failing
tests (Figure 13.1.2). We can click on these failed tests to get more information. A left-click on
the first failed test in this window in the bottom-left will then display the output of that text in the
bottom-centered window (Figure 13.1.3). This is the same information we already saw in Listing 13.18.
What we did not see in that output is that actually two doctests failed. A left-click on the second
failed test in Figure 13.1.3 tells us that Fraction(99995, 100000).decimal_str(4) did not yield the
expected "1" . Instead, it produced "0.99910" . Why is there a "0" at the end of our number? Where
did it come from? Zeros at the end should not be possible with our code. Also, there are four 9s in
our number, not three. What went wrong here?

We are clueless why these tests fail. The question arises: What can we do?
If we want to find where things go wrong, it would be very useful if we could somehow execute
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our program step-by-step. When I explained how decimal_str works, I used −179
16 as an example and

explained what the program would do. Would it not be nice if we could actually step-by-step execute
the program for the test and see what it actually does? Luckily, we can do that! With a tool called
debugger which ships with Python and PyCharm.

Useful Tool 8 A debugger is a tool that ships with many programming languages and IDEs.
It allows you to execute a program step-by-step while observing the current values of variables.
This way, you can find errors in the code more easily [3, 240, 322]. A comprehensive example
on how to use the debugger in PyCharm is given in Section 13.4.

In PyCharm, we can apply the debugger to a complete program, but also to doctests. This is what
we will do in Figure 13.2. First, we again open our program code in PyCharm and locate our function
decimal_str (Figure 13.2.1).

On the left side of our code file, there is a column with the line numbers. We can left-click on a
line to place a breakpoint there. A breakpoint is a mark in the IDE at which we later want the program
execution to pause. We want our program to pause right at the beginning of decimal_str , so be place
the breakpoint there (Figure 13.2.2). The breakpoint is shown as a red ball over the line number.

In order to begin the debugging process, we again open the context menu by right-clicking into the
doctest. This time, instead of running the doctest, we click Debug ‘Doctest decimal_str’ (Figure 13.2.3).
The doctests will now be executed, but instead of running them completely, the debugger kicks in: The
execution is paused at exactly our breakpoint. This line of code is not yet executed, but marked in
blue (Figure 13.2.4).

Before we continue, we look at the bottom of our PyCharm window. There is a row with a Debug

register. We can right-click the top of this row and drag it upwards. Now we get a division of our
window that contains the debug information. Most importantly, in the register Threads & Variables , we
can see the values of all local variables at the current point in execution (Figure 13.2.5).

We see that max_frac has the value 100 . When clicking on the variable self , we see that the
numerator a of the current fraction has value 62 , while the denominator b is 1 . This is exactly what
we expect: Our first test case was Fraction(124, 2).decimal_str() , so the normalized fraction is
indeed 62

1 .
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(13.2.1) We open our source code file in PyCharm and locate
our function decimal_str .

(13.2.2) We place a breakpoint at the first line of our func-
tion by right-clicking on the line number. This is denoted
by the red ball over the line number. Later, the program
execution will pause at this location.

(13.2.3) We open the context menu by right-clicking into
the doctest and click Debug ‘Doctest decimal_str’ .

(13.2.4) The execution of the doctests begins, but is im-
mediately paused the first time the breakpoint is reached.
This line is now marked with blue color, but not yet exe-
cuted.

(13.2.5) We drag the Debug register up from the bot-
tom of our PyCharm window. We find the new register
Threads & Variables , where we can see the value of all local
variables at the current point in execution.

(13.2.6) Clicking on the variable self reveals that we
are in the first test case, where Fraction(124, 2) is
tested, which was normalized to Fraction(62, 1) by
the initializer __init__ .

Figure 13.2: Using the debugger in PyCharm.
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This test case is already successful, so we are not interested in it. Among the symbols in Debug

register, we click , which will let the program continue its execution (Figure 13.2.7). Alternatively,
we can hit F9 , which has the same effect. The execution of the doctests is resumed, but again pauses
at our breakpoint (Figure 13.2.8). This time, we can see that we have arrived at the beginning of the
second doctest case with Fraction(1, 2) . We again continue by clicking or pressing F9 . This takes
us to the beginning of the third doctest case, where the fraction is 1

3 and max_frac is 10 (Figure 13.2.9).
We can skip it as well by pressing F9 . The next time we reach the breakpoint is for the fourth doctest
case, −101001

100000000 (Figure 13.2.10), which we skip, too. When the debugger arrives at the fifth test case,
Fraction(1235, 1000) , we find that this fraction has been normalized correctly to 247

200 . Nonetheless,
we can skip this test case via F9 , too, because we know that it will succeed (Figure 13.2.11). This
takes us to the last successful doctest case, Fraction(99995, 100000) , which corresponds to 19999

20000 in
Figure 13.2.12. After skipping it by pressing , we will finally arrive at the cases that did fail and
which we hence want to investigate step-by-step.

Figure 13.2.13 shows that we now arrived at the beginning of the failing doctest case
Fraction(91995, 100000).decimal_str(3) . The fraction 91995

100000 got normalized to 18399
20000 in the ini-

tializer __init__ . The parameter max_frac of decimal_str has the value 3 , as we can see in the
Threads & Variables window. We now want to execute the decimal_str method step-by-step. Right
now, the debugger has paused the execution right at the very first line of this function. This line has
not yet been executed.

In Figure 13.2.14, we execute this line of code, either by pressing the button or by hitting F8 .
We can see in Figure 13.2.15 that now a new variable has appeared in the Threads & Variables window.
Since we executed a = self.a , the local variable a now exists and has value 18399 . Now, the next
line of code that can be executed is marked with blue color.

By pressing F8 , the if a == 0: is executed. Since a == 0 is not True , the body of the if is not
executed. The program jumps right over it. The next line after the if is marked Figure 13.2.16. We
execute it by pressing F8 .

The local variable negative is created. Since a < 0 is False , negative is False , too. The next
line of code is marked and we press to execute it (Figure 13.2.17).

a = abs(a) has no effect, since a is already positive. We press F8 to continue (Figure 13.2.18).
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(13.2.7) The first doctest case 124
2 is uninteresting, so we

continue the program execution by clicking or hitting
F9 .

(13.2.8) The second doctest case 1
2 is also uninteresting.

We continue the program execution by clicking .

(13.2.9) The third doctest case, where the fraction is 1
3 and

max_frac is 10 . We again skip over it by pressing F9 .
(13.2.10) The fourth doctest case −101001

100000000 can be skipped
as well.

(13.2.11) The test case 1235
1000 , normalized to 247

200 , also was
successful and can be skipped by pressing .

(13.2.12) The last one of the uninteresting doctest
cases: Fraction(99995, 100000) . We again
press F9 .

Figure 13.2: Using the debugger in PyCharm (continued).
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(13.2.13) We arrive at the beginning of the failing doctest
case Fraction(91995, 100000).decimal_str(3) .
The max_frac parameter has value 3 , self.a is 18399
and self.b is 20000 , because the fraction was normal-
ized in __init__ .

(13.2.14) We now execute the first line of the
decimal_str function where the debugger has paused.
This is done by either pressing the button or by hit-
ting F8 .

(13.2.15) The execution of the assignment a = self.a
creates a new local variable a with value 18399 . We press
F8 to continue the execution.

(13.2.16) The condition for the if is not met, so the
execution jumps over its body and the next line after the
if is marked. We execute it by pressing F8 .

(13.2.17) The new local variable negative with
value False appears. The next line of code is marked
and we execute it by pressing .

(13.2.18) a = abs(a) has no effect, since a is already
positive. We press F8 to continue.

Figure 13.2: Using the debugger in PyCharm (continued).
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This executes b = self.b . Thus, the new local variable b with value 20000 is created in Fig-
ure 13.2.19. We are now at the last line of “trivial setup” of our decimal_str method, the creation of
the list digits . We continue debugging by pressing F8 .

The new variable digits has indeed appeared in Figure 13.2.20. It is an empty list [] . We arrived
at the beginning the while loop. We press F8 , which will cause the condition of the loop being
checked.

In Figure 13.2.21, we find that now the first line of the loop’s body is marked. This means
that a != 0 and len(digits)<= max_frac are both True . And they should be, since a is 18399 ,
len(digits) if 0, and max_frac is 3. We press the button to execute the first line of the loop body.

digits.append(a // b) will append the value 18399 // 20000 to the list digits . As this is the
result of an integer division where the denominator is larger than the numerator, digits is now [0] (Fig-
ure 13.2.22). We press F8 to continue.

Now, a = 10 * (a %b) is executed. Since 18399 %20000 is still 18399 , a becomes 183990 in
Figure 13.2.23. The head of the loop is now marked again. We press the button to let execute it.

In Figure 13.2.24, we again hit F8 . The loop condition is still met, so the first line in the loop
body is marked again.

In Figures 13.2.25 to 13.2.27 and 13.2.29 to 13.2.32 we work our way through the loop in the same
way, by pressing F8 repeatedly. First, 9 gets appended to digits , then a gets updated to 39900 .
In the following iteration, 1 gets appended to digits , then a gets updated to 199000 . Then, 9 gets
appended to digits and a gets updated to 190000 .

At this stage, digits has become [0, 9, 1, 9] . Since max_frac is 3 , len(digits)<= max_frac
is no longer True . In Figure 13.2.32, we have arrived back at the head of the loop. When we hit F8 ,
the loop condition is evaluated again, but this time it evaluates to False . The loop terminates and
the cursor is placed on the next line of code after the loop.

If we look at what was computed so far, we find that everything is exactly as it should be. We
want to translate the fraction 91995

100000 to a decimal string with three fractional digits. So far, we got the
digits 0, 9, 1, and 9.

The next line of code, if (a // b)>= 5 , is supposed to check whether we should round up the
last digit. Since a is 190000 and b is still 20000 , a // b is 9 . So the condition should be met. In
Figure 13.2.32, we press the button to find it out.

A look at Figure 13.2.35 reveals the bug in our code: In order to round up, we incremented the last
number in our list digits . digits was [0, 9, 1, 9] . So it is [0, 9, 1, 10] .

The strange trailing zeros in our output were not separate digits. They were the zeros of a ten.
We did not consider that, when rounding up, we do not just have simple cases like 1.25 which we can
round to 1.3 by only incrementing one digit. We can have cases like 0.9999, which rounds up to 1,
even if we want three fractional digits of precision. We can stop the debugging here and go back to
our code.



CHAPTER 13. DUNDER METHODS 240

(13.2.19) After executing b = self.b , the new local
variable b with value 20000 comes into existence. We
continue debugging by pressing F8 .

(13.2.20) The empty list digits has been created. By
pressing F8 , the executing while loop will begin by
checking its condition.

(13.2.21) The condition of the while loop is met. The
first line of the loop’s body is marked. We press to
execute it.

(13.2.22) digits now contains the result of a // b , i.e.,
is [0] . We press F8 .

(13.2.23) a now is 183990 . We press to continue. (13.2.24) We hit the F8 key to continue. The loop condi-
tion is still met, so the first line of the loop body is marked
again.

Figure 13.2: Using the debugger in PyCharm (continued).
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(13.2.25) 9 gets appended to digits . (13.2.26) a gets updated to 39900 .

(13.2.27) The loop condition is still met. (13.2.28) 1 gets appended to digits .

(13.2.29) a gets updated to 199000 . (13.2.30) The loop condition is still met.

Figure 13.2: Using the debugger in PyCharm (continued).
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(13.2.31) 9 gets appended to digits . (13.2.32) a gets updated to 190000 .

(13.2.33) Since the loop condition evaluates to False ,
the cursor is now at the next line after the loop body. This
line checks whether we should round up the next digit. We
hit F8 .

(13.2.34) The condition of the if is met, we can now
execute its body. We press the button.

(13.2.35) Our code for rounding up actually turned the last digit into a 10 ! Because we did not
consider that rounding up could cause the next 9 to become a 10, which should be represented
as a 0 and lead to the next digit to be rounded up as well.

Figure 13.2: Using the debugger in PyCharm (continued).
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In Listing 13.19, we revisit the decimal_str method of our class Fraction . Our rounding-up
code becomes more complex: First, we need to loop over all fractional digits, from the end of the
list digits forward: for i in range(len(digits)- 1, 0, -1) does this. If len(digits)== 5 , then
range(len(digits)- 1, 0, -1) iterates over the numbers 4, 3, 2, and 1. We increment the digit at
index i by 1. If it does not become 10, then we can stop the loop via break . If it did become 10, then
we set it to zero and continue the loop. This will increment the next digit, and so on. If we arrive at
index 1 and still need to continue, the regular loop execution ends anyway.

Then, the else statement is hit. Recall from Section 7.7 that the else statement at the bottom
of a loop is only executed if the loop finished regularly, i.e., if no break statement was executed.
Therefore, if and only if the digit at index 1 also became 10 and was then set to 0, we increment the
digit at index 0. This digit represents the integer part of our fraction. Here, it is totally OK to round
a 9 to a 10. For example, 9.999 can be rounded to 10, and 1239.9 can be rounded to 1240.

This new code for rounding numbers may introduce zeros at the end of our string. We just gobble
them up with an additional while loop directly after the rounding. And with this, we are done. We
have working code converting fractional numbers to decimal strings. All the doctests now pass.

But let’s get back to what we actually wanted to do: We wanted to compute the square roots of
numbers at insane precision. For this, we can now revisit Listing 8.5. In Listing 13.20, we just copy
the code of the sqrt function from this file. We will basically replace all floats in this code with
Fractions .

The function’s signature changes from def sqrt(number: float)-> float to
def sqrt(number: Fraction)-> Fraction . Well, we know that the square roots of some num-
bers like

√
2 are irrational, i.e., we cannot represent the exactly with an instance of Fraction . In the

original code, due to the limited range of floats , this is not a problem and the function will eventually
stop (when all of the 15 to 16 digits of precision are exhausted). However, using Fraction , the same
code could loop forever, trying to find better and better approximations. So we need to limit the
iterations with an additional parameter max_steps: int = 10 limiting the number of cycles for our
loop. You will later see that this default value of only permitting ten steps is already quite sufficient
to get very nice approximations.

In Listing 13.20, we replace numbers like 0.0 , 0.5 and 1.0 with our constants ZERO , ONE_HALF ,
and ONE . We need to do this because our mathematical dunder methods only work with other instances
of Fraction . We could have easily implemented them to also support woring with instances of int
or float , but did not do it (again for the sake of brevity). Either way, all the numerical constants in
Listing 13.20 are now instances of Fraction .

Our new function begins with an initial check whether the input number is negative and, if so, raises
an ArithmeticError . Then it has basically the same loop and body as our original variant in Listing 8.5.
The only difference is that we decrease max_steps in each iteration and break out the loop once it
reaches 0 .

We, of course, add doctests to our function. For example, we test the expression

sqrt(Fraction(2, 1)).decimal_str(750) . This computes
√

2
1 =

√
2 by performing ten steps of

Heron’s algorithm. Then it translates to a decimal string with 750 fractional digits. We take the
correct value from [190, 261]. This means unless our function provides this number of digits correctly
after only ten steps, the doctest will fail.

The second doctest is simply to check whether
√

4 renders as 2 when converted to a decimal string.
Of course, we just approximate the square root through several steps, so the value of the fraction might
not actually be 2. However, when rendered to 100 digits of precision, it should return "2" .

Finally, we want to compute the golden ratio ϕ [45, 89, 260], which equals 1+
√

5
2 . We can write this

as ONE_HALF * (ONE + sqrt(Fraction(5, 1))) . In the doctest, we want to see whether our results are
correct to 420 fractional digits, which we take from [93].

The results of the doctests executed by pytest can be seen in Listing 13.21. They all pass. All we
did was implementing primary school math into a class in Python, together with an algorithm which
is almost 2000 years old. And with ten steps of that algorithm, we got approximations of

√
2 as well

as ϕ that were accurate to several hundreds of digits. Isn’t that cool?
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Listing 13.19: The repaired Part 6 of the Fraction class: A correct decimal_str method. (src)
1 def decimal_str(self , max_frac: int = 100) -> str:
2 """
3 Convert the fraction to decimal string.
4
5 :param max_frac: the maximum number of fractional digits
6 :return: the string
7
8 >>> Fraction (124, 2).decimal_str ()
9 ’62’

10 >>> Fraction(1, 2).decimal_str ()
11 ’0.5’
12 >>> Fraction(1, 3).decimal_str (10)
13 ’0.3333333333 ’
14 >>> Fraction (-101001, 100000000).decimal_str ()
15 ’ -0.00101001 ’
16 >>> Fraction (1235, 1000).decimal_str (2)
17 ’1.24’
18 >>> Fraction (99995 , 100000).decimal_str (5)
19 ’0.99995 ’
20 >>> Fraction (91995 , 100000).decimal_str (3)
21 ’0.92’
22 >>> Fraction (99995 , 100000).decimal_str (4)
23 ’1’
24 """
25 a: int = self.a # Get the numerator.
26 if a == 0: # If the fraction is 0, we return 0.
27 return "0"
28 negative: Final[bool] = a < 0 # Get the sign of the fraction.
29 a = abs(a) # Make sure that ‘a‘ is now positive.
30 b: Final[int] = self.b # Get the denominator.
31
32 digits: Final[list] = [] # A list for collecting digits.
33 while (a != 0) and (len(digits) <= max_frac): # Create digits.
34 digits.append(a // b) # Add the current digit.
35 a = 10 * (a % b) # Ten times the remainder -> next digit.
36
37 if (a // b) >= 5: # Do we need to round up?
38 # This may lead to other digits topple over , e.g., 0.999...
39 for i in range(len(digits) - 1, 0, -1): # except first!
40 digits[i] += 1 # Increment the digit at position i.
41 if digits[i] != 10: # Was there no overflow?
42 break # Digits in 1..9, no overflow , we can stop.
43 digits[i] = 0 # We got a ‘10‘, so we set it to 0.
44 else: # This is only reached if no ‘break ‘ was done.
45 digits [0] += 1 # Increment the integer part.
46
47 while digits [-1] == 0: # Remove all trailing zeros.
48 del digits [-1] # Delete the trailing zero.
49
50 if len(digits) <= 1: # Do we only have an integer part?
51 return str((-1 if negative else 1) * digits [0])
52
53 digits.insert(1, ".") # Multiple digits: Insert a decimal dot.
54 if negative: # Do we need to restore the sign?
55 digits.insert(0, "-") # Insert the sign at the beginning.
56 return "".join(map(str , digits)) # Join all digits to a string.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/fraction.py
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Listing 13.20: Using the Fraction class to compute square roots. (src)
1 """A square root algorithm based on fractions."""
2
3 from fraction import ONE , ONE_HALF , ZERO , Fraction
4
5
6 def sqrt(number: Fraction , max_steps: int = 10) -> Fraction:
7 """
8 Compute the square root of a given :class:‘Fraction ‘.
9

10 :param number: The rational number to compute the square root of.
11 :param max_steps: the maximum number of steps , defaults to ‘10‘
12 :return: A value ‘v‘ such that ‘v * v‘ is approximately ‘number ‘.
13
14 >>> sqrt(Fraction(2, 1)).decimal_str (750)
15 ’1.4142135623730950488016887242096980785696718753769480731766797379\
16 90732478462107038850387534327641572735013846230912297024924836055850737\
17 21264412149709993583141322266592750559275579995050115278206057147010955\
18 99716059702745345968620147285174186408891986095523292304843087143214508\
19 39762603627995251407989687253396546331808829640620615258352395054745750\
20 28775996172983557522033753185701135437460340849884716038689997069900481\
21 50305440277903164542478230684929369186215805784631115966687130130156185\
22 68987237235288509264861249497715421833420428568606014682472077143585487\
23 41556570696776537202264854470158588016207584749226572260020855844665214\
24 58398893944370926591800311388246468157082630100594858704003186480342194\
25 89727829064104507263688131373985525611732204025 ’
26 >>> sqrt(Fraction(4, 1)).decimal_str ()
27 ’2’
28 >>> (ONE_HALF * (ONE + sqrt(Fraction(5, 1)))).decimal_str (420)
29 ’1.6180339887498948482045868343656381177203091798057628621354486227\
30 05260462818902449707207204189391137484754088075386891752126633862223536\
31 93179318006076672635443338908659593958290563832266131992829026788067520\
32 87668925017116962070322210432162695486262963136144381497587012203408058\
33 87954454749246185695364864449241044320771344947049565846788509874339442\
34 21254487706647809158846074998871240076521705751797883416625624940758907 ’
35 """
36 if number < ZERO: # No negative numbers are permitted.
37 raise ArithmeticError(f"Cannot computed sqrt({number}).")
38 guess: Fraction = ONE # This will hold the current guess.
39 old_guess: Fraction = ZERO # 0.0 is just a dummy value != guess.
40 while old_guess != guess: # Repeat until nothing changes anymore.
41 old_guess = guess # The current guess becomes the old guess.
42 guess = ONE_HALF * (guess + number / guess) # The new guess.
43 max_steps -= 1 # Reduce the number of remaining steps.
44 if max_steps <= 0: # If we have exhausted the maximum steps ...
45 break # ... then we stop (and return the guess).
46 return guess # Return the final guess.

Listing 13.21: The (successful) output of pytest executing the doctests for our sqrt function from List-
ing 13.20 working on instances of the Fraction class.

1 $ pytest --timeout =10 --no-header --tb=short --doctest -modules
↪→ fraction_sqrt.py

2 ========================== test session starts ==========================
3 collected 1 item
4
5 fraction_sqrt.py . [100%]
6
7 =========================== 1 passed in 0.01s ===========================
8 # pytest 8.3.5 with pytest -timeout 2.3.1 succeeded with exit code 0.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/fraction_sqrt.py
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13.5 Implementing Context Managers for the with Statement Revisited

In Section 9.3.5, we introduced the with block, which is often used to ensure that resources are properly
closed after using them. We used text files as example: A text file is opened in the head of with for
writing using the open function. This function returns a stream to which we then can write strings of
text in the body of the with block. Then, after this body ends, the stream is closed automatically.
This happens even if an exception was raised inside the body of the with .

Back then, we stated that resources like files are implemented in Python as context managers. A
context manager has a special method that is called at the beginning of the with block. The method
can be used to “open” the resource, for example. The context manager also has a special method that
is called at the end the with block. This special method can be used to “close” the resource.

At this stage, it will not surprise you that these “special methods” are actually dunder methods.
These methods are __enter__ and __exit__ . Since with blocks are nice syntactical sugar of the
Python language, we will here play around with them a little bit.

As example, let us create a simple API that allows us to write output in a subset of the Extensible
Markup Language (XML) format [35, 62, 156]. XML is a format for data interchange which was
predominant in distributed systems the 2000s. After that, it began to fade out in favor [7] of JavaScript
Object Notation (JSON) [34, 282] and YAML Ain’t Markup Language™ (YAML) [61, 82, 156]. It is
still very relevant today, for example, as foundation of several document formats such as those used in
LibreOffice [104, 176] and Microsoft Word [81, 188], or as the basis for the Scalable Vector Graphics
(SVG) format [71]. If you are a bit familiar with web design, then you will find that XML looks a bit
like Hyper Text Markup Language (HTML) [126].

As shown below, an XML documents begins with the XML version declara-
tion <?xml version="1.0"?> . Then, it includes XML elements that can be arbitrarily nested.
Each elements has a name and begins with an opening and closing string, looking somewhat
like <name>...</name> . Between the opening and closing string, text and other elements
can be included. An element can have attributes stored in the opening string, which looks
like <name key=’value’... >... .

1 <?xml version="1.0"?>
2 <class title=’Programming with Python ’ year=’2024’>
3 <description >This is a class on Python.</description >
4 <teacher name=’Thomas ’>I like Python.</teacher >
5 <students >
6 <student name=’Bubba ’></student >
7 <student name=’Bibba ’>I like the &#38; Programming with Python&#62;

↪→ book.</student >
8 </students >
9 </class >

Here we have a nicely formatted XML text about this course. The <class> element has two attributes,
title and year . It contains other elements, such as <description> with a brief description of the
class. Then follows the element <teacher> with an attribute storing my given name as well as brief
text. Finally, there is an element <students> , which, in turn, holds two elements of type <student> .
Each of them hold the student’s given name as attribute name . The second <student> element includes
some additional text. In this next, you notice that two characters have been escaped : since < and
> are used to mark the beginning and ending of the start and end element strings, they should not
occur inside the normal text, as this may confuse the XML parsers. Therefore, they are escaped as
entities &#38; and &#62; .

Would it not be nice to have a simple API that allows us to produce valid XML and that takes care
of the escaping of special characters? While countless such tools already exist . . . let us make our
own. For this, we realize: First, every XML element that is opened must also be closed. Second, XML
elements can be nested arbitrarily. This kind of looks like an application of the with statement.

We now make our own context manager. When the with statement begins, our context manager
will write the element start text. Inside the body of the with statement, we will allow to write the
element text or to open sub-elements. At the end of the with statement, the XML element closing text
should be written. Furthermore, we want to be able to direct the output of our API to any destination
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where strings can be written to, say, print , to lists , or to files. As you will see in Listings 13.22
and 13.23, we can implement all of that in a fairly small module.

In Listing 13.22, we begin by defining an internal constant _ESC , which we use for XML escaping
special characters in strings with XML entities. For this purpose, we use the functions maketrans and
translate of the class str . The former accepts a dictionary where the keys are single characters and
the corresponding values are strings with which these characters should be replaced. It creates some
Python-internal datastructure which then can be passed to translate to perform the replacement.
For example, we could do x = str.maketrans({"A": "XYZ"}) . Then, "ABCBA".translate(x) would
yield "XYZBCBXYZ" . This is very useful to painlessly implement rudimentary support to escape special
characters based on the XML standard [35].

Then we define the class Element . The initializer __init__ of this class has four important
parameters. dest is a Callable , i.e., function, that can accept a single string as parameter. This
will be where all the output of our API is sent to. name is a string with the name of the element.
attrs contains the attributes of the element. It is either None if there are no attributes (which is the
default). Otherwise, it is a dict mapping string keys to arbitrary values. Finally, is_root is a Boolean
value that is True if this element is the single root element of the XML document that we want to
write, and False if it is some nested element. This is needed, because before writing the root element,
the XML version declaration <?xml version="1.0"?> must be written. This must happen only once
and only at the beginning of an XML document.

In the initializer, we store the dest argument in an attribute that is both private (signified by the
two leading underscores) and immutable (signified by the type hint Final). We then construct the
element start string by filling a list head and store its concatenated elements in the attribute __head .
Only if our element is a root element, the XML version declaration is included in the list head . The
actual element start string begins by the less-than symbol and the element name (<name). Then, if
attrs is neither None nor empty, we want to add the attributes. Interestingly, this condition can
be expressed by a simple if attrs: . If there are attributes, then we iterate over the key-value pairs
in attrs by writing for key, value in attrs.items(): . We use an f-string composed of the key and
a string for the value, which we construct in a clever way: Since we permit arbitrary value types, we
convert the value to a string first, using the str function. Then, we escape special characters, using
the aforementioned translate routine with our map _ESC . It should be noted that only character
here that needs to actually be escaped is the “ ’” character, which therefore also was included in
the construction of _ESC . This is because we also use this character to delimit our strings: The !r
format specifier in the f-string adds these single quotation marks. Finally, the element start string ends
with ">" . With "".join(head) , all strings in the list head are merged into one.

Constructing the element end string is much easier, we simply
write ameself.__foot: Final[str] = f"</n>". Notice that, so far, we have just cached strings
and did not yet write anything to the output dest .

This should come when a with body begins. At this moment, the Python interpreter will
call the method __enter__ of the context manager. All we need to do in this method is to in-
voke self.__dest(self.__head) . If __dest was, for example, the print function, this would write
the element start to the stdout. The method __enter__ also must return an object which can be
assigned to a variable for use inside the with block using the as statement. We here want to return
our Element object itself, so we write return self . The proper type hint for the return type in such
situations is Self .

Best Practice 63 Methods that return self should be annotated with the type hint Self [269].
Static code analysis tools then see that the method always returns an object of the same class
as the object itself.

Either way, __enter__ will be called at the beginning of a with statement. At the end of an with
statement, in other words, when we are done using our object, the __exit__ method will be called.
Then, we should write the element end text stored in the attribute __foot . Therefore, we write
self.__dest(self.__foot) .

The __exit__ method looks a bit different from __enter__ . First, it also gets three parameters: the
exception type exc_type , the exception value exc_value , and the stack traceback . These parameters
are filled with the information about any Exception raised within the with body. Otherwise, they will
be None [325]. We here just define a single parameter *exc . This syntax tells Python to capture all
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positional arguments into a single tuple. Since we do not care about exceptions here, we just write
this to safe space, honestly, because I do not want to write three lines of docstring where one suffices.
All we want is to write the element end string. We then always return False , which basically tells the
Python interpreter: “If any exception occurred inside the with statement, please raise this exception
again after we are finished with __exit__ .” The proper type hint for this is Literal[False] .

Best Practice 64 If a parameter of a function can take on only some special constant values X ,
say certain integers or strings, the proper type hint is Literal[X] [171]. The same holds if
your function always returns the same, simple constant(s) X .

With this, we have basically completed implementing our context manager. What is still missing is
some functionality to write text into an element and to convenient branching off new sub-elements.

The former is very easy: We define a method text taking a string txt as input parameter. All
we have to do in the body of this method is self.__dest(txt.translate(_ESC)) . This escapes any
dangerous XML special characters in the string and passes the result on to the output destination.

The method element is used to branch off new sub-elements. It basically would take the same
parameters as the initializer __init__ . However, the new element must use the same output destination
and it cannot be a root element (because it is a sub-element). Therefore, we only need to pass the
parameters name and attrs to a new instance of Element , whereas we hand over self.__dest as
destination and False as is_root . With this, our simple API for a subset of the XML standard [35] is
already completed.

We now use this API in Listings 13.24 and 13.26 to basically reproduce the small XML snippet that
I showed you before. In the former example, we use print as destination function. This means that
any string that our API passes to its internal __dest attribute will immediately be written as a single
line to the stdout.

We begin by creating the <class> element with the title and year attributes. We do this by
creating a new instance of Element in a with block and by passing on the attributes as dict . This
object is stored as variable cls via the “ as” statement. We the create the description element
by writing with cls.element("description")as desc . The class description can then be written via
desc.text(...) . Notice that our API writes the element start and end strings to the output without
requiring us to do anything. It also escapes all special characters for us. The other elements are created
in the same convenient fashion. Our Python code basically mirrors the XML structure. The output of
the program in Listing 13.25 looks very much like our example, with a slightly different indentation and
line breaking. But this is permitted and acceptable under the XML standard [35].

Instead of writing to the stdout, we can also recall our very first example for the with state-
ment back in Section 9.3.5: writing to and reading from a file. Listing 13.26 is almost exactly the
same as Listing 13.24. The difference is that we now open a text output stream stream_out to a
file example.xml and the stream’s write method as destination to our API. As a result, all the text is
now written to a file instead.

We later open the file again and read all of its lines one-by-one via the for line in stream_in
loop. Files are actually Iterators of line strings! All the file contents get written to the stdout.
Since write does not append newline characters, this format is much more compact, as can be seen
in Listing 13.27. But it is perfectly valid XML.

We now have learned how the functionality of the with statement is implemented internally. And we
used it to hammer together a very compact and yet functional API for a subset of the XML standard [35].
Obviously, we do not implement the complete standard, which is much more complicated. And you
should never use our class if you really wanted to produce XML in a productive code. We also omitted
type and sanity checks – for example, we should forbid element names that are empty or contain special
characters like < . A real implementation would be more conservative (and too long to serve as a good
example in this book). Still, on one hand, our XML is valid. On the other hand, you could use extend
and improve this class to have all the functionality that you need, if you wanted to. So this is actually
another example that, at this stage and with what you have learned, you can already do real things.
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Listing 13.22: Part 1 of our very simply context manager-based XML output API. (src)
1 """An API for XML output via context managers and ‘with ‘."""
2
3 from typing import Any , Callable , Final , Literal , Self
4
5 #: An internal mapping for escaping reserved XML characters.
6 _ESC: Final = str.maketrans({"<": "&#38;", ">": "&#62;", "’": "&#39;"})
7
8
9 class Element:

10 """An XML element. XML elements can be nested arbitrarily deeply."""
11
12 def __init__(self , dest: Callable [[str], Any],
13 name: str , attrs: dict[str , Any] | None = None ,
14 is_root: bool = True) -> None:
15 """
16 Create the XML element.
17
18 :param dest: the function to receive the text output
19 :param name: the name of the element
20 :param attrs: the attributes , if any , otherwise ‘None ‘
21 :param is_root: is this the root element?
22 """
23 #: the destination , i.e., a function receiving all the output
24 self.__dest: Final[Callable [[str], Any]] = dest # protected var
25
26 head: list[str] = [’<?xml version ="1.0"? >\n’] if is_root else []
27 head.append(f"<{name}")
28 if attrs: # If attrs is neither None nor empty ...
29 for key , value in attrs.items(): # ... append as key=’value’
30 head.append(f" {key}={str(value).translate(_ESC)!r}")
31 head.append(">") # Close the element start.
32
33 #: the header: XML declaration (if root) plus the element start
34 self.__head: Final[str] = "".join(head) # Merge string list.
35 #: the element closing text , i.e., something like ‘</myElement >‘
36 self.__foot: Final[str] = f"</{name}>"
37
38 def __enter__(self) -> Self:
39 """
40 Enter the XML element context and write the element start text.
41
42 :returns: this element itself
43 """
44 self.__dest(self.__head) # write the header
45 return self # Return this object itself.
46
47 def __exit__(self , *exc) -> Literal[False]:
48 """
49 We are done with this context: Close the XML element.
50
51 :param exc: the exception information , which we ignore
52 :returns: always ‘False ‘
53 """
54 self.__dest(self.__foot) # write the element closing
55 return False # re-raise exception that occurred in with , if any

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/xml_context.py
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Listing 13.23: Part 2 of our very simply context manager-based XML output API. (src)
1 def element(self , name: str ,
2 attrs: dict[str , Any] | None = None) -> "Element":
3 """
4 Create a new XML Element inside this element.
5
6 :param name: the name of the element
7 :param attrs: the attributes , if any , otherwise ‘None ‘
8 :return: the new element
9 """

10 return Element(self.__dest , name , attrs , False)
11
12 def text(self , txt: str) -> None:
13 """
14 Write some textual content inside this XML element.
15
16 :param txt: the text to be written.
17 """
18 self.__dest(txt.translate(_ESC)) # Write the text.

Listing 13.24: An example of using our simple context manager-based XML output API from List-
ings 13.22 and 13.23, where the output is printed to the stdout. (stored in file xml_user_print.py ;
output in Listing 13.25)

1 """ Use our simple XML output API to write XML data about this course."""
2
3 from xml_context import Element # import our XML output API
4
5 with Element(print , "class", { # attributes
6 "title": "Programming with Python", "year": 2024}) as cls:
7 with cls.element("description") as desc: # first inner element
8 desc.text("This is a class on Python.") # text of inner element
9 with cls.element("teacher", {"name": "Thomas"}) as teach:

10 teach.text("I like Python.") # Write text inside the element.
11 with cls.element("students") as studis:
12 with studis.element("student", {"name": "Bubba"}):
13 pass # This element does not have any text inside.
14 with studis.element("student", {"name": "Bibba"}) as studi:
15 studi.text("I like the <Programming with Python > book.")

↓ python3 xml_user_print.py ↓

Listing 13.25: The stdout of the program xml_user_print.py given in Listing 13.24.
1 <?xml version="1.0"?>
2 <class title=’Programming with Python ’ year=’2024’>
3 <description >
4 This is a class on Python.
5 </description >
6 <teacher name=’Thomas ’>
7 I like Python.
8 </teacher >
9 <students >

10 <student name=’Bubba ’>
11 </student >
12 <student name=’Bibba ’>
13 I like the &#38; Programming with Python&#62; book.
14 </student >
15 </students >
16 </class >

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/xml_context.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/xml_user_print.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/xml_user_print.py
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Listing 13.26: An example of using our simple context manager-based XML output API from List-
ings 13.22 and 13.23, where the output is written to a text file. (stored in file xml_user_file.py ;
output in Listing 13.27)

1 """ Use our simple XML output API to write XML data to a file."""
2
3 from os import remove # The function for deleting the file at the end.
4
5 from xml_context import Element # import our XML output API
6
7 # This time , we pass the ‘write ‘ method of an output stream to the API.
8 with open("example.xml", mode="w", encoding="UTF -8") as stream_out:
9 with Element(stream_out.write , "class", { # attributes

10 "title": "Programming with Python", "year": 2024}) as cls:
11 with cls.element("description") as desc: # first inner element
12 desc.text("This is a class on Python.")
13 with cls.element("teacher", {"name": "Thomas"}) as teach:
14 teach.text("I like Python.") # Write text inside the element.
15 with cls.element("students") as studis:
16 with studis.element("student", {"name": "Bubba"}):
17 pass # This element does not have any text inside.
18 with studis.element("student", {"name": "Bibba"}) as studi:
19 studi.text("I like the <Programming with Python > book.")
20
21 # Now we open the file again and read and print its contents.
22 with open("example.xml", encoding="UTF -8") as stream_in:
23 for line in stream_in: # Iterate over the lines in the file.
24 print(line.rstrip ()) # Print the line (without trailing newline).
25
26 remove("example.xml") # Finally , we delete the file.

↓ python3 xml_user_file.py ↓

Listing 13.27: The stdout of the program xml_user_file.py given in Listing 13.26.
1 <?xml version="1.0"?>
2 <class title=’Programming with Python ’ year=’2024’><description >This is a

↪→ class on Python.</description ><teacher name=’Thomas ’>I like Python.</
↪→ teacher ><students ><student name=’Bubba ’></student ><student name=’
↪→ Bibba’>I like the &#38; Programming with Python&#62; book.</student ></
↪→ students ></class >

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/xml_user_file.py
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/dunder/xml_user_file.py
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13.6 Overview over Dunder Methods

Besides the examples mentioned above, there are many more duner methods in Python [130]. We can
only provide an abridged overview in Figures 13.3 to 13.5.

From Figure 13.3 we learn that there are three string representation dunder functions. We already
discussed __str__ and __repr__ in Section 13.1. The former provides a brief and human-readable
string representation of an object, suitable for end users. The latter, __repr__ , is instead intended
for fellow programmers and debugging purposes. The third function, __format__ , allows us to define
special formats that can be used, for example, in f-strings.

We can allow our objects to be converted to simple types by specifying dunder methods. Technical,
__str__ and __repr__ are type conversions to str . We can also provide __int__ , __float__ , and
__bool__ functions that should return, well, instances of int , float , or bool , if our objects can
be represented as such. The __bool__ function is special here: It is used in conditional expressions,
such as while loops or in if statements. For the common collection classes, it is implemented such
that __bool__ of an empty collection yields False and a non-empty one returns True . NoneType
implements it to return False , so None.__bool__() , which is the same as bool(None) , yields False .

__
String Representation, see Section 13.1

__str__ . . . . . . . . . . . . . . . returns a concise string representation for users; str(a) ∼= a.__str__()
__repr__ . . string with all information on the object for programmers; repr(a) ∼= a.__repr__()
__format__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . used in f-strings: f"{a:s}" ∼= a.__format__(s)

Type Conversion
__bool__ . . . . . . . . . . . convert to bool : bool(a) ∼= a.__bool__() ; used in conditions, e.g, in if
__int__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . convert to int : int(a) ∼= a.__int__()
__float__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . convert to float : float(a) ∼= a.__float__()
__complex__ . . . . . . . . . . . . . . . . . . . . . . . . . . .convert to complex : complex(a) ∼= a.__complex__()
__bytes__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . convert to bytes : bytes(a) ∼= a.__bytes__()

Hashing, see Section 13.2
__hash__ . . . . . . . . . .compute an integer value representing this object; hash(a) ∼= a.__hash__()

Ordering and Equality, see Section 13.3
__eq__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . equality: a == b ∼= a.__eq__(b)
__ne__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . inequality: a != b ∼= a.__ne__(b)
__lt__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . less than: a < b ∼= a.__lt__(b)
__le__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . less than or equal: a <= b ∼= a.__le__(b)
__gt__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . greater than: a > b ∼= a.__gt__(b)
__ge__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . greater than or equal: a >= b ∼= a.__ge__(b)

Context Managers, see Section 13.5
__enter__ . . . . . . . . . . . . . . . . . . . . enter a with a as x statement, returns the value x given to as
__exit__ leave a with statement, receive exception information, returns False to re-raise caught
exceptions, if any

Collections
__len__ . . . . . . . . . . . . . . . . . . . . . .get the number of elements in container; len(a) ∼= a.__len__()
__contains__ . . . . . . . . . . . . . . . . check whether element is present; x in a ∼= a.__contains__(x)
__getitem__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . get element at index/key; a[x] ∼= a.__getitem__(x)
__setitem__ . . . . . . . . . . . . . . . . . . . . . . set element at index/key; a[x]=y ∼= a.__setitem__(x, y)
__delitem__ . . . . . . . . . . . . . . . . . . . . . delete element at index/key; del a[x] ∼= a.__detitem__(x)

Iteration, see Section 10.1
__iter__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . get iterator over elements; iter(a) ∼= a.__iter__()
__next__ . . . . . . . . . . . . . . . . . . . . . . . . . . . .get next element from iterator; next(i) ∼= i.__next__()
__reversed__ . . . . . . . . . . . . . . . . . . . . . . . . . . . iterate backwards; reverse(a) ∼= a.__reversed__()

Classes
__new__ . create a new instance of a class: cls(a, b=c) ∼= cls.__new__(cls, a, b=c) , is then
followed by cls.__init__(a, b=c)
__init__ . . . . . . . . . . . . . . . . . . . . . . . . . initialize an object: cls(a, b=c) ∼= cls.__init__(a, b=c)
__call__ . . . . . . . . . . . . . . . . . . . . call an object like a function: a(b, c=d) ∼= a.__call__(b, c=d)

Figure 13.3: An overview of the dunder methods in Python (Part 1).
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__
Arithmetics, see Section 13.3 for selected examples

__abs__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . absolute value: abs(a) ∼= a.__abs__()
__minus__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . negate: -a ∼= a.__minus__()
__pos__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . positive: +a ∼= a.__pos__()
__invert__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . invert: ~a ∼= a.__invert__()
__add__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . add: a + b ∼= a.__add__(b)
__radd__ . . . . . . . right-add: a + b ∼= b.__radd__(a) , if a.__add__(b) yields NotImplemented
__sub__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . subtract: a - b ∼= a.__sub__(b)
__rsub__ . . . right-subtract: a - b ∼= b.__rsub__(a) , if a.__sub__(b) yields NotImplemented
__mul__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . multiply: a * b ∼= a.__mul__(b)
__rmul__ . . . right-multiply: a * b ∼= b.__rmul__(a) , if a.__mul__(b) yields NotImplemented
__truediv__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . divide: a / b ∼= a.__truediv__(b)
__rtruediv__ . . . . . . . . . . . . . . . right-divide: a / b ∼= b.__rtruediv__(a) , if a.__truediv__(b)
yields NotImplemented
__mod__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .modulo-divide: a % b ∼= a.__mod__(b)
__rmod__ . . . . . . . . . . . . . . . . . . . . . right-modulo-divide: a % b ∼= b.__rmod__(a) , if a.__mod__(b)
yields NotImplemented
__floordiv__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . integer-divide: a // b ∼= a.__floordiv__(b)
__rfloordiv__ . . . right-integer-divide: a // b ∼= b.__rfloordiv__(a) , if a.__floordiv__(b)
yields NotImplemented
__pow__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . exponential: a ** b ∼= a.__pow__(b)
__rpow__ . . . . . . . . . . . . . . . . . . . . . . right-exponential: a ** b ∼= b.__rpow__(a) , if a.__pow__(b)
yields NotImplemented
__matmul__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . matrix-multiply: a @ b ∼= a.__matmul__(b)
__rmatmul__ . . . . . . . . . . . right-ma, see Section 13.3trix-multiply: a @ b ∼= b.__rmatmul__(a) , if
a.__matmul__(b) yields NotImplemented
__divmod__ . compute the result of an integer division as well as the remainder and return them as
2-tuple: divmod(a, b) ∼= a.__divmod__(b)
__rdivmod__ . . . . right-sided divmod : divmod(a, b) ∼= b.__divmod__(a) , if a.__divmod__(b)
yields NotImplemented
__round__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . round: round(a) ∼= a.__round__()
__trunc__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . truncated to integer: math.trunc(a) ∼= a.__trunc__()
__floor__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . round towards −∞: math.floor(a) ∼= a.__floor__()
__ceil__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . round towards +∞: math.ceil(a) ∼= a.__ceil__()

In-Place Arithmetics
__iadd__ . . . . . . . . . . . . . . . . . . . . . . . . . . . in-place addition: a += b ∼= a.__iadd__(b) , returns self
__isub__ . . . . . . . . . . . . . . . . . . . . . . . . in-place subtraction: a -= b ∼= a.__isub__(b) , returns self
__imul__ . . . . . . . . . . . . . . . . . . . . . in-place multiplication: a *= b ∼= a.__imul__(b) , returns self
__itruediv__ . . . . . . . . . . . . . . . . . . in-place division: a /= b ∼= a.__itruediv__(b) , returns self
__imod__ . . . . . . . . . . . . . . . . . . . in-place modulo division: a %= b ∼= a.__imod__(b) , returns self
__ifloordiv__ . . . . . . . in-place integer division: a //= b ∼= a.__ifloordiv__(b) , returns self
__ipow__ . . . . . . . . . . . . . . . . . . . in-place exponentiation: a **= b ∼= a.__ipow__(b) , returns self
__imatmul__ . . . . . . . in-place matrix multiplication: a @= b ∼= a.__imatmul__(b) , returns self

Figure 13.4: An overview of the dunder methods in Python (Part 2).

Numeric types usually implement it to return False if the number is zero and True otherwise. Besides
Boolean, strings, and the basic numeric types, conversion functions can also be implemented for the
numeric type complex for complex numbers as well as for arrays of bytes , both of which we will not
discuss here.

We already discussed the comparison / total ordering dunder methods __eq__ , __ne__ , __lt__ ,
__le__ , __gt__ , and __ge__ in-depth in Section 13.3. Similarly, we provided a comprehensive example
on context managers and the corresponding special methods in Section 13.5.

Much of the syntax of Python is governed via dunder methods. This also holds for convenient
shorthands, like the [...] bracket access to elements or the in and for keywords. Back in Chapter 5,
we learned about the various basic collection classes that Python provides, ranging from dictionaries over
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__
Logical or Binary Operators, see Section 3.2.2

__and__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .and: a & b ∼= a.__and__(b)
__rand__ . . . . . . . . . . . . . and: a & b ∼= b.__rand__(b) , if a.__and__(b) yields NotImplemented
__or__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .or: a | b ∼= a.__or__(b)
__ror__ . . . . . . . . . . . . . . . . . . or: a | b ∼= b.__ror__(b) , if a.__or__(b) yields NotImplemented
__xor__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . exclusive or: a ^ b ∼= a.__xor__(b)
__rxor__ . . . . . exclusive or: a ^ b ∼= b.__rxor__(b) , if a.__xor__(b) yields NotImplemented
__rshift__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . shift right: a >> b ∼= a.__rshift__(b)
__rrshift__ . . . . . . . . . . . . . . . . . . .shift right: a >> b ∼= b.__rrshift__(b) , if a.__rshift__(b)
yields NotImplemented
__lshift__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .shift left: a << b ∼= a.__lshift__(b)
__rlshift__ . . . . . . . . . . . . . . . . . . . . shift left: a << b ∼= b.__rlshift__(b) , if a.__lshift__(b)
yields NotImplemented

In-Place Logical or Binary Operators
__iand__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . and: a &= b ∼= a.__iand__(b) , returns self
__ior__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . or: a |= b ∼= a.__ior__(b) , returns self
__ixor__ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . exclusive or: a ^= b ∼= a.__ixor__(b) , returns self
__irshift__ . . . . . . . . . . . . . . . . . . . . . . . . . shift right: a >>= b ∼= a.__irshift__(b) , returns self
__ilshift__ . . . . . . . . . . . . . . . . . . . . . . . . . . shift left: a <<= b ∼= a.__ilshift__(b) , returns self

Figure 13.5: An overview of the dunder methods in Python (Part 3).

sets to lists. Maybe we want to implement our own collection? It maybe could be a tree datastructure,
for example. In this case, we would first like to support the len function, which returns the number
of elements stored in the collection, by implementing __len__ . We maybe also want to support the
in keyword, allowing us to check whether an element e is in a collection c by writing e in c . This
can be done by implementing __contains__ .

The convenient way to access elements of lists and dictionaries via the [...] bracket notation can
be implemented as well. For reading, the __getitem__ method would receive as parameter the index or
key and should return the corresponding element. For writing, the __setitem__ method receives both
the index/key and the element to be stored at that index/key as parameter. Additionally, __delitem__
can be implemented to allow removing the element corresponding to a given key or index.

An important feature of Python is the ability to iterate over sequences, which we discussed in
Chapter 10. The iter function applied to a collection c returns an Iterator . It does so by call-
ing c.__iter__() . By implementing this function, we turn our collections into instances of Iterable
and can use our collection in for loops. The Iterator object returned by __iter__ then must imple-
ment the __next__ method, which is invoked by next . Finally, the __reversed__ dunder method should
return an Iterator iterating over the collection c backwards, which would be returned by reversed(c) .

While we implemented several arithmetic dunder methods for our Fractions class in Section 13.3,
Figure 13.4 shows us that there are many more. The unary methods __abs__ , __minus__ , and __pos__
allow us to implement the computation of the absolute value and the negated variant of a number, as
well as the rather obscure unary plus. There are dunder methods for basically all binary arithmetic opera-
tors, ranging from + , - , * , / , // , % , to ** and even the matrix multiplication operator @ . Interestingly,
these methods always exist in two variants, the plain one and one prefixed with “ r .” For example, when
evaluating the expression a + b , Python will look whether a implements __add__ . If so, it will call
a.__add__(b) . If the return value of that method is different from NotImplemented , then this becomes
the result of a + b . If either __add__ is not implemented by a or if it returns NotImplemented , then the
Python interpreter will check whether b implements __radd__ . If so, then it will invoke b.__radd__(a) .
If this method does not return NotImplemented , then its return value becomes the result of a + b . If
it does return NotImplemented or if b does not implement __radd__ , then a TypeError is raised. The
same schematic exists for the other operators as well.

This allows us to develop new mathematical types independent from existing ones and support
mixing them in arithmetic expressions with existing types. For example, the existing datatype int
certainly would not have __add__ implemented in a way that can handle our Fraction class. How could
it? Nobody could have guessed that we would create our own class for rational numbers. However,
we could have implemented __radd__ in a way that handles ints . In that case, doing something
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like 5 + Fraction(3, 5) would work.

Besides these mathematical operators for useage in expressions, there are also in-place variants.
They are usually prefixed with “ i .” For example, __iadd__ corresponds to the += operator. Doing
a += b would invoke a.__iadd__(b) , which then should update the value of a to be the sum of a
and b .

Finally, Figure 13.5 lists the dunder methods for operators such as & , | , ^ , >> , and << , which we
learned about when we first got in touch with integer numbers in Section 3.2.2. These dunder methods
follow the same schematic as those for arithmetics and also have “ r ” and “ i ” variants.

Even more dunder methods are listed in the comprehensive overview [130].

13.7 Summary

Much of Python’s syntax is implemented by the special methods, also called magical methods, or dunder
methods. The dunder stands for double underscore, because the names of such methods begins and
ends with __ .

Knowing about dunder methods allows us to create classes which can seamlessly be used in arith-
metic expressions, in with statements, as sequences to iterate over with for loops, that support
indexing with [...] . By implementing dunder methods, we can use the Python syntax to construct
new collections, support more complex mathematical structures, ensure that resources are properly
managed (and eventually disposed), or create elegant and concise APIs.
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Working with the Ecosystem
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A software developer rarely works on a stand-alone project all by themself. Instead, they develop
projects that are part of an ecosystem of applications. Their programs will usually depend on libraries,
i.e., Python packages that offer functionality. Often, their projects are stored in VCSes like Git reposi-
tories. In this part of the book, we will take a small glimpse on how to work within a system of existing
projects and VCSes.



Chapter 14

Using Packages

As already mentioned very early on in this book, one important strength of Python is the wide range of
available packages. A package in Python is a piece of software, a library, that bundles some functionality
and that can be installed on a system to make that functionality usable. Many of these packages are
open source software and they are available for anyone to use, free of charge. The number one source
for such packages is the Python Package Index [283], a website from which they can be downloaded
and installed, illustrated in Figure 14.1. In this section of the book, we will focus on how we can obtain
and use packages.

14.1 pip and Virtual Environments

The go-to tool for installing Python packages is pip [139, 216].
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Figure 14.1: A screenshot of the website https://pypi.org, the Python Package Index [283], taken
on 2024-12-24.
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Listing 14.1: A small Python script using the NumPy library. (src)
1 """An example for using numpy."""
2
3 import numpy as np
4
5 print(f"look , a numpy array: {np.array ([1, 2, 3.0])}")

Useful Tool 9 pip is a software that can be used to install packages under Python.

• With the command pip install thePackage , the package thePackage is installed.

• With the command pip install "thePackage==version" , the version version of the
package thePackage is installed.

• With the command pip install -r requirements.txt , the packages listed in the re-
quirements file requirements.txt are installed. A requirements file allows to put multiple
package/version dependencies that would otherwise command line arguments of pip into
a single file [217].

pip should always be used in a virtual environment, see Best Practice 65 and 66.

The standard way to install packages for use with Python is in a so-called virtual environment. A
virtual environment is a directory with an isolated Python installation and package directory [187, 308].
Multiple separate virtual environments can exist on a computer, all with their own set of installed
packages. This allows you to have different Python setups for different applications by installing them
into different virtual environments. Virtual environments are particularly useful if different applications
need different versions of the same packages. This way, version clashes are avoided. They also give
you better understanding about the actual dependencies of your applications: Installing the packages
directly needed by an application into a new virtual environment will also install their dependencies and
the dependencies of their dependencies, and so on.

Best Practice 65 Packages should always be installed in virtual environments and never
system-wide (maybe with the exception of pip and venv).

Best Practice 66 The command pip install should always be used with the option
--require-virtualenv , e.g., pip install --require-virtualenv thePackage . This enforces
that pip is really executed in a virtual environment and will cause an error otherwise.

Useful Tool 10 The module venv is used for creating and managing virtual environments
under Python.

For demonstration purposes, let us assume that we have written a program using the package NumPy [75,
119, 143]. The small program in Listing 14.1 only creates and prints a NumPy array, but for this,
obviously, NumPy is needed. NumPy is not available in fresh Python installations and needs to be
installed so that we can run our program. This will be the example that we will use to demonstrate the
use of virtual environments in the following sections.

As prerequisites to install packages in virtual environments, we need to make sure that both pip and
venv are installed on our system. The procedures for both differ under Linux and Microsoft Windows.
Using pip and venv is often done in the terminal, i.e., by typing commands or executing shell scripts.
This, naturally, too works differently under Linux and Microsoft Windows. We therefore will briefly
explore how to achieve these things under both operating systems.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/packages/numpy_user.py
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tweise@weise-laptop:~$ sudo apt-get install python3-pip python3-venv

[sudo] password for tweise:

Reading package lists... Done

Building dependency tree... Done

Reading state information... Done

The following NEW packages will be installed:

python3-pip python3-venv

0 upgraded, 2 newly installed, 0 to remove and 8 not upgraded.

Need to get 0 B/1,318 kB of archives.

After this operation, 6,996 kB of additional disk space will be used.

Selecting previously unselected package python3-pip.

(Reading database ... 505907 files and directories currently installed.)

Preparing to unpack .../python3-pip_24.0+dfsg-1ubuntu1.1_all.deb ...

Unpacking python3-pip (24.0+dfsg-1ubuntu1.1) ...

Selecting previously unselected package python3-venv.

Preparing to unpack .../python3-venv_3.12.3-0ubuntu2_amd64.deb ...

Unpacking python3-venv (3.12.3-0ubuntu2) ...

Setting up python3-venv (3.12.3-0ubuntu2) ...

Setting up python3-pip (24.0+dfsg-1ubuntu1.1) ...

Processing triggers for man-db (2.12.0-4build2) ...

tweise@weise-laptop:~$ pip --version

pip 24.0 from /usr/lib/python3/dist-packages/pip (python 3.12)

tweise@weise-laptop:~$ python3 -m venv -h

usage: venv [-h] [--system-site-packages] [--symlinks | --copies] [--clear]

[--upgrade] [--without-pip] [--prompt PROMPT] [--upgrade-deps]

ENV_DIR [ENV_DIR ...]

Creates virtual Python environments in one or more target directories.

tweise@weise-laptop: ~

Figure 14.2: Installing pip and venv under Ubuntu Linux: pip is usually already installed, venv maybe or
maybe not. We need to use the apt-get route to make sure that both python3-pip and python3-venv
are installed.

14.1.1 pip and Virtual Environments in Ubuntu Linux

First, we need to make sure that both pip and venv are installed. On some systems, they compare pre-
installed with Python 3, which itself comes pre-installed. On others, at least venv needs to be installed.
These installations need to be managed by the system via apt-get and not pip, because Python is used
for several different things under Ubuntu Linux. Only the Linux package manager can make sure that
not inconsistencies arise. We install the packages python3-pip and python3-venv using apt-get. This
requires superuser privileges, i.e., sudo, so we write sudo apt-get install python3-pip python3-venv .
After entering the password, both packages are installed (if they are not already installed). This pro-
cess is illustrated in Figure 14.2. After apt-get completes, we can check the version of pip via
pip --version . Whether venv is installed correctly can be checked via python3 -m venv -h .

Listing 14.2 presents a self-contained example where we execute the necessary commands to setup
a virtual environment, install the needed package, run our program, and tear down the virtual environ-
ment. In the real world, you would set up the environment once and could use it many times to run
your program.

Assume that we have already opened a terminal by pressing Ctrl + Alt + T and that we have
entered the directory where our program numpy_user.py from Listing 14.1 is located. In Figure 14.3,
we step-by-step execute the commands from Listing 14.2 and show their output. We begin by creating
a new empty directory named .venv in our current directory by mkdir -p .venv command followed
by (Figure 14.3.1). Inside this directory, we set up the new and empty virtual environment by
typing python3 -m venv .venv , again followed by (Figure 14.3.2). The directory .venv now
should contain a Python interpreter as well as all files needed for managing the environment.

The next step is to activate the environment. If we would type python3 right now, we would
still be using the system’s Python interpreter and the packages installed system-wide. However, we
actually want to use the virtual environment instead. For this, we need to execute all the commands
in the file .venv/bin/activate , which was automatically created for us when we set up the virtual
environment. The simplest way to do this is to just copy all of them into the current terminal as if
we had written by hand. This happens if we type source .venv/bin/activate , confirmed by , as
shown in Figure 14.3.3. If you are following this example on your own computer, then after executing
this command, the Bash prompt (the little text on the left-hand side) changes, showing that now the
virtual environment is active. This is also visible in Figure 14.3.3, where the prefix (.venv) is added
to the prompt.
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This means that any call to the Python interpreter will, from now on, use the interpreter stored
in the virtual environment. We can also only use packages that were installed there. If we execute
pip install --require-virtualenv numpy , this will install the NumPy package. But it uses the Python
interpreter and package directory of the activated virtual environment. So in Figure 14.3.4, NumPy is
not installed system-wide, but into the virtual environment.

We can now execute our small program numpy_user.py in Figure 14.3.5. We type
python3 numpy_user.py and hit . Indeed, the expected output look, a numpy array: [1. 2. 3.]
appears in the terminal, as also already shown in Listing 14.3. Our program uses the local NumPy
installation inside the virtual environment.

We are now finished with our application. To clean up, we deactivate the virtual environment
by executing deactivate in Figure 14.3.6. This causes the prompt to change back to normal. Any
invocation of Python would now use the system installation. It would no longer have access to our
virtual environment and the packages installed within.

If this was a more complex and useful application, then this would be the steps to get it ready
and usable: We create the virtual environment exactly once. Exactly once we need to install all the
required packages into it. Whenever we want to run our application, we would open a new terminal,
we enter our directory, activate the virtual environment, and then just run the program. After that, we
would deactivate the environment. Deactivating the environment does not delete anything. All of our
settings and installed packages are still there. The next time we activate the environment again, we
can use them again, without the need to re-install them.

Anyway, we did deactivate the environment just now. To confirm that we really installed NumPy
only locally and that our program was really using the package installed in the virtual environment, we
try to run our program again after deactivating the environment in Figure 14.3.7. As you can see in
Figure 14.3.7 and Listing 14.3, this second execution fails: A ModuleNotFoundError is raised and the
interpreter terminates.

Finally, in our example in Listing 14.2 and Figure 14.3.8, we delete the virtual environment directory
again via rm -rf .venv . Normally, you would not do this.1 You do not want to re-create the virtual
environment again every time you execute your application. As said, once you have installed the required
packages, you can simply activate the environment and run your program whenever you want.

1I just clean up here because my examples are automatically executed whenever the book is built and I want to
avoid that the examples interfer with each other or that, accidentally, some files from the environment land in my Git
repositories.
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Listing 14.2: An example of using virtual environments and pip under Ubuntu Linux to install NumPy
and to run our program Listing 14.1. (stored in file numpy_user_venv.sh ; output in Listing 14.3)

1 echo "# We create the directory ’.venv ’ for the virtual environment."
2 mkdir -p .venv
3
4 echo "# We create the (empty) virtual environment inside the directory."
5 python3 -m venv .venv
6
7 echo "# After creating the virtual environment , we activate it."
8 echo "# Any Python program now uses the activated virtual environment."
9 source .venv/bin/activate

10
11 echo "# We install the package ’numpy ’ into the virtual environment."
12 pip install --require -virtualenv --progress -bar off numpy
13
14 echo "# ’numpy ’ is now available for Python programs."
15 echo "$ python3 numpy_user.py"
16 python3 numpy_user.py 2>&1
17
18 echo "# We deactivate the virtual environment."
19 echo "# This means that programs now use the system environment only."
20 deactivate
21
22 echo "# ’numpy ’ is no longer available (unless installed system -wide)."
23 echo "$ python3 numpy_user.py"
24 python3 numpy_user.py 2>&1 || true
25
26 echo "# We could re-use the virtual environment by activating it again."
27 echo "# However , we delete the directory to clean up after the example."
28 rm -rf .venv

↓ bash numpy_user_venv.sh ↓

Listing 14.3: The stdout of the program numpy_user_venv.sh given in Listing 14.2.
1 # We create the directory ’.venv ’ for the virtual environment.
2 # We create the (empty) virtual environment inside the directory.
3 # After creating the virtual environment , we activate it.
4 # Any Python program now uses the activated virtual environment.
5 # We install the package ’numpy ’ into the virtual environment.
6 Collecting numpy
7 Downloading numpy -2.2.4 -cp312 -cp312 -musllinux_1_2_x86_64.whl.metadata (62

↪→ kB)
8 Downloading numpy -2.2.4 -cp312 -cp312 -musllinux_1_2_x86_64.whl (17.9 MB)
9 Installing collected packages: numpy

10 Successfully installed numpy -2.2.4
11 # ’numpy ’ is now available for Python programs.
12 $ python3 numpy_user.py
13 look , a numpy array: [1. 2. 3.]
14 # We deactivate the virtual environment.
15 # This means that programs now use the system environment only.
16 # ’numpy ’ is no longer available (unless installed system -wide).
17 $ python3 numpy_user.py
18 Traceback (most recent call last):
19 File "{...}/ packages/numpy_user.py", line 3, in <module >
20 import numpy as np
21 ModuleNotFoundError: No module named ’numpy ’
22 # We could re -use the virtual environment by activating it again.
23 # However , we delete the directory to clean up after the example.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/packages/numpy_user_venv.sh
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/packages/numpy_user_venv.sh
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tweise@weise-laptop:/tmp/packages$ mkdir -p .venv

tweise@weise-laptop:/tmp/packages$

tweise@weise-laptop: /tmp/packages

(14.3.1) Create the directory for the virtual environment
by typing mkdir -p .venv into the terminal and hit-
ting .

tweise@weise-laptop:/tmp/packages$ mkdir -p .venv

tweise@weise-laptop:/tmp/packages$ python3 -m venv .venv

tweise@weise-laptop:/tmp/packages$

tweise@weise-laptop: /tmp/packages

(14.3.2) Set up the virtual environment in directory .venv
by typing python3 -m venv .venv and hitting .

tweise@weise-laptop:/tmp/packages$ mkdir -p .venv

tweise@weise-laptop:/tmp/packages$ python3 -m venv .venv

tweise@weise-laptop:/tmp/packages$ source .venv/bin/activate

(.venv) tweise@weise-laptop:/tmp/packages$

tweise@weise-laptop: /tmp/packages

(14.3.3) We activate the virtual environment by
source .venv/bin/activate + . Notice that the
prompt changes: It now has the prefix (.venv) .

tweise@weise-laptop:/tmp/packages$ source .venv/bin/activate

(.venv) tweise@weise-laptop:/tmp/packages$ pip install --require-virtualenv numpy

Collecting numpy

Using cached numpy-2.2.1-cp312-cp312-manylinux_2_17_x86_64.manylinux2014_x86_64

.whl.metadata (62 kB)

Using cached numpy-2.2.1-cp312-cp312-manylinux_2_17_x86_64.manylinux2014_x86_64.w

hl (16.1 MB)

Installing collected packages: numpy

Successfully installed numpy-2.2.1

(.venv) tweise@weise-laptop:/tmp/packages$

tweise@weise-laptop: /tmp/packages

(14.3.4) We install the NumPy package
into the activated virtual environment vis
pip install --require-virtualenv numpy
+ .

Collecting numpy

Using cached numpy-2.2.1-cp312-cp312-manylinux_2_17_x86_64.manylinux2014_x86_64

.whl.metadata (62 kB)

Using cached numpy-2.2.1-cp312-cp312-manylinux_2_17_x86_64.manylinux2014_x86_64.w

hl (16.1 MB)

Installing collected packages: numpy

Successfully installed numpy-2.2.1

(.venv) tweise@weise-laptop:/tmp/packages$ python3 numpy_user.py

look, a numpy array: [1. 2. 3.]

(.venv) tweise@weise-laptop:/tmp/packages$

tweise@weise-laptop: /tmp/packages

(14.3.5) Now we can execute the Python pro-
gram numpy_user.py from Listing 14.1 via
python3 numpy_user.py + .

Using cached numpy-2.2.1-cp312-cp312-manylinux_2_17_x86_64.manylinux2014_x86_64

.whl.metadata (62 kB)

Using cached numpy-2.2.1-cp312-cp312-manylinux_2_17_x86_64.manylinux2014_x86_64.w

hl (16.1 MB)

Installing collected packages: numpy

Successfully installed numpy-2.2.1

(.venv) tweise@weise-laptop:/tmp/packages$ python3 numpy_user.py

look, a numpy array: [1. 2. 3.]

(.venv) tweise@weise-laptop:/tmp/packages$ deactivate

tweise@weise-laptop:/tmp/packages$

tweise@weise-laptop: /tmp/packages

(14.3.6) We deactivate the virtual environment by call-
ing deactivate and hitting . We could activate it
again at any point in time in the same way shown in Fig-
ure 14.3.3.

(.venv) tweise@weise-laptop:/tmp/packages$ deactivate

tweise@weise-laptop:/tmp/packages$ python3 numpy_user.py

Traceback (most recent call last):

File "/tmp/packages/numpy_user.py", line 3, in <module>

import numpy as np

ModuleNotFoundError: No module named 'numpy'

tweise@weise-laptop:/tmp/packages$

tweise@weise-laptop: /tmp/packages

(14.3.7) Trying to execute numpy_user.py will now fail,
because NumPy is only installed in the virtual environment,
which is not active now.

(.venv) tweise@weise-laptop:/tmp/packages$ deactivate

tweise@weise-laptop:/tmp/packages$ python3 numpy_user.py

Traceback (most recent call last):

File "/tmp/packages/numpy_user.py", line 3, in <module>

import numpy as np

ModuleNotFoundError: No module named 'numpy'

tweise@weise-laptop:/tmp/packages$ rm -rf .venv

tweise@weise-laptop:/tmp/packages$

tweise@weise-laptop: /tmp/packages

(14.3.8) Finally, we delete the directory .venv via
rm -rf .venv + . Normally, you would retain this
directory and use it again next time you want to execute
our program.

Figure 14.3: A step-by-step execution of the commands in Listing 14.2 in the Ubuntu Linux terminal,
which was opened by hitting Ctrl + Alt + T .
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14.1.2 pip and Virtual Environments under Microsoft Windows

Like under Linux, we also need to make sure that pip and venv are installed before we can actually
use either of them. Luckily, as shown in Figure 14.4, they already came pre-installed with my Python
distribution.

We now want to execute our small program Listing 14.1, which uses NumPy. NumPy does not come
pre-installed. So we need to install it first. Following general best practices, we will do so using a
virtual environment. All the necessary commands for this are listed in the Microsoft Windows batch file
in Listing 14.4. The complete corresponding output in the terminal is given in Figure 14.5.

Here, we will work our way through this step-by-step in Figure 14.6. First, you need to press q

+ R , type in cmd , and hit to open a Microsoft Windows terminal. We enter the directory where
our program file numpy_user.py is located with the cd commend (not illustrated).

Figure 14.4: Installing pip and venv under Microsoft Windows: They are already installed.

Listing 14.4: An example of using virtual environments and pip under Microsoft Windows to install
NumPy and to run our program Listing 14.1. The output is given in Figures 14.5 and 14.6 (src)

1 echo # We create the directory ’.venv ’ for the virtual environment.
2 md .venv
3
4 echo # We create the (empty) virtual environment inside the directory.
5 python -m venv .venv
6
7 echo # After creating the virtual environment , we activate it.
8 echo # Any Python program now uses the activated virtual environment.
9 call .venv\Scripts\activate.bat

10
11 echo # We install the package ’numpy ’ into the virtual environment.
12 pip install --require-virtualenv --progress-bar off numpy
13
14 echo # ’numpy ’ is now available for Python programs.
15 echo $ python numpy_user.py
16 python numpy_user.py 2>&1
17
18 echo # We deactivate the virtual environment.
19 echo # This means that programs now use the system environment only.
20 call deactivate
21
22 echo # ’numpy ’ is no longer available (unless installed system-wide).
23 echo python numpy_user.py
24 python numpy_user.py 2>&1
25
26 echo # We could re-use the virtual environment by activating it again.
27 echo # However , we delete the directory to clean up after the example.
28 rd /S /Q .venv

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/packages/numpy_user_venv.bat
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Figure 14.5: The output of Listing 14.4 when executed in a Microsoft Windows terminal. To open the
terminal, press q + R , type in cmd , and hit .

As a first step, we need to create a directory .venv to host the virtual environment. We therefore
write md .venv and hit in Figure 14.6.1. To then set up a new and, initially, empty virtual
environment in this directory, we type python -m venv .venv and hit (see Figure 14.6.2). Notice
that under Ubuntu Linux, we always used the python3 command, but here we always use python
instead. Either way, executing the command has filled the directory .venv with the necessary files and
scripts for an isolated Python environment.

In Figure 14.6.3, we activate this environment by running .venv\Scripts\activate.bat (and hit-
ting ). This Microsoft Windows batch file has been created for us when we set up the virtual
environment. It activates the environment, which leads to a change in the prompt, i.e., the little text
that always appears left of where we type the input. As can be seen in Figure 14.6.3, the text (.venv)
has been pre-pended to the prompt, which tells us that this is the currently active virtual environment.

We now want to install the NumPy package into this virtual environment. We can do this by
typing pip install --require-virtualenv numpy and then pressing . This causes NumPy to be
downloaded (or copied from the internal cache) and installed, as shown in Figure 14.6.4.

We can now run our program numpy_user.py by typing python numpy_user.py and hit-
ting . Indeed, as you can see in Figure 14.6.5, the program runs without error and prints
look, a numpy array: [1. 2. 3.] , exactly as expected. It found the NumPy package that was in-
stalled in the virtual environment.

Now that we have finished executing our program, we can deactivate the virtual environment. In
Figure 14.6.6, we type deactivate and press . This causes the prompt to change back to normal.
The virtual environment is no longer active. This means that from now on, all interaction takes place
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(14.6.1) Create the directory for the virtual environment
by typing md .venv into the terminal and hitting .

(14.6.2) Set up the virtual environment in directory .venv
by typing python -m venv .venv and hitting .

(14.6.3) We activate the virtual environment by
.venv\Scripts\activate.bat + . Notice that
the prompt changes: It now has the prefix (.venv) .

(14.6.4) We install the NumPy package
into the activated virtual environment vis
pip install --require-virtualenv numpy
+ .

(14.6.5) Now we can execute the Python pro-
gram numpy_user.py from Listing 14.1 via
python numpy_user.py + .

(14.6.6) We deactivate the virtual environment by call-
ing deactivate and hitting . We could activate it
again at any point in time in the same way shown in Fig-
ure 14.6.3.

(14.6.7) Trying to execute numpy_user.py will now fail,
because NumPy is only installed in the virtual environment,
which is not active now.

(14.6.8) Finally, we delete the directory .venv via
rd /S /Q .venv + . Normally, you would retain
this directory and use it again next time you want to exe-
cute our program.

Figure 14.6: A step-by-step execution of the commands in Listing 14.4 in the Microsoft Windows
terminal. To open the terminal, press q + R , type in cmd , and hit .
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with the system Python installation. If our program was a real, valuable application, then the next
time we would like to use it, we would simply activate the virtual environment again. All of our files,
settings, and installed packages are still there. Nothing has been deleted (yet). If we would activate
the virtual environment again, we could just run the program again, we would not need to re-installed
any package.

However, we now want to verify that deactivating the virtual environment really means that right
now, we are just working with the system Python setup. For this purpose, we try to run our program
again Figure 14.6.7 by again writing python numpy_user.py and hitting . As you can see, this does
not work. NumPy was only installed in the virtual environment and is not available system-wide. The
first line of our program, which tries to import numpy , therefore raises a ModuleNotFoundError .

At the very end of this example, I want to clean up my folder by typing rd /S /Q .venv and
hitting . This deletes the directory .venv and everything within. You would normally not do this,
because normally we want to re-use our virtual environments by activating and deactivating them as
needed. Either way, this was a complete example for using virtual environments, pip, and venv under
Microsoft Windows. It was actually not very much different from the Ubuntu Linux example in the
previous section.

14.2 Requirements Files

It is very normal that our projects require multiple different packages. Sometimes, they require specific
versions of specific packages. Instead of manually installing these dependencies with pip every time
we want to use our program, it makes sense to write them down. Indeed, the dependencies of an
application are a very important part of the documentation.

Requirements files offer a very simple format for this purpose. They are usually called
requirements.txt and reside in the root folder of a project. As their name implies, they are sim-
ple text files. Each of their lines lists one package that is required, optionally with version constraints.

Listing 14.5 gives a trivial example of such a file. It contains the line numpy==1.26.4 . This means
that NumPy of exactly the version 1.26.4 is required for our application. Had we written numpy>=1.26.4 ,
then a larger version of NumPy would also have been OK. The other operators, > , < , and <= can be
used as well and have their natural corresponding meaning. If we had wanted, we could have written
matplotlib in the second line of our requirements.txt file, which would then have meant that, besides
NumPy of version 1.26.4 , the package Matplotlib is needed as well. Writing only matplotlib would
be interpreted as “find the highest version of Matplotlib that is compatible with NumPy version 1.26.4.”
But we only need one package, NumPy, so our file just has a single line.

In Listing 14.6, we present a version of the script that we used to set up a virtual environment and
run our two-line NumPy program under Ubuntu Linux (see Listing 14.6.) The only difference is that
we now do not write pip install numpy but instead write pip install -r requirements.txt . This
tells pip to install all the requirements from the requirements file requirements.txt . Under Microsoft
Windows, it works exactly the same.

Having a requirements.txt file in the root directory of your project is very useful. It automati-
cally informs anybody who works with your code or who uses your program which versions of which
packages they need. Therefore, it makes sense to specify package versions as precisely as possible in
requirements.txt .

Best Practice 67 The packages that a Python project requires or depends on should be listed
in a file called requirements.txt in the root folder of the project.

Listing 14.5: A requirements file demanding that version 1.26.4 of NumPy be installed. (src)
1 numpy ==1.26.4

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/packages/requirements.txt
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Best Practice 68 All required packages in a requirements.txt file should be specified with
the exact version, i.e., in the form of package==version . This ensures that the behavior of the
project can be exactly replicated on other machines. It rules out that errors can be caused due
to incompatible versions of dependencies, because it allows the users to exactly replicate the
set up of the machine on which the project was developed.
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Listing 14.6: A script that runs our example program using a virtual environment created by using the
requirements.txt file given in Listing 14.5. (stored in file numpy_user_venv_req.sh ; output in List-
ing 14.7)

1 echo "# We create the directory ’.venv ’ for the virtual environment."
2 mkdir -p .venv
3
4 echo "# We create the (empty) virtual environment inside the directory."
5 python3 -m venv .venv
6
7 echo "# After creating the virtual environment , we activate it."
8 echo "# Any Python program now uses the activated virtual environment."
9 source .venv/bin/activate

10
11 echo "# Install the packages listed in ’requirements.txt ’ in the venv."
12 pip install --require -virtualenv --progress -bar off -r requirements.txt
13
14 echo "# ’numpy ’ is now available for Python programs."
15 echo "$ python3 numpy_user.py"
16 python3 numpy_user.py 2>&1
17
18 echo "# We deactivate the virtual environment."
19 echo "# This means that programs now use the system environment only."
20 deactivate
21
22 echo "# ’numpy ’ is no longer available (unless installed system -wide)."
23 echo "$ python3 numpy_user.py"
24 python3 numpy_user.py 2>&1 || true
25
26 echo "# We could re-use the virtual environment by activating it again."
27 echo "# However , we delete the directory to clean up after the example."
28 rm -rf .venv

↓ bash numpy_user_venv_req.sh ↓

Listing 14.7: The stdout of the program numpy_user_venv_req.sh given in Listing 14.6.
1 # We create the directory ’.venv ’ for the virtual environment.
2 # We create the (empty) virtual environment inside the directory.
3 # After creating the virtual environment , we activate it.
4 # Any Python program now uses the activated virtual environment.
5 # Install the packages listed in ’requirements.txt ’ in the venv.
6 Collecting numpy ==1.26.4 (from -r requirements.txt (line 1))
7 Downloading numpy -1.26.4 - cp312 -cp312 -musllinux_1_1_x86_64.whl.metadata

↪→ (61 kB)
8 Downloading numpy -1.26.4 - cp312 -cp312 -musllinux_1_1_x86_64.whl (17.8 MB)
9 Installing collected packages: numpy

10 Successfully installed numpy -1.26.4
11 # ’numpy ’ is now available for Python programs.
12 $ python3 numpy_user.py
13 look , a numpy array: [1. 2. 3.]
14 # We deactivate the virtual environment.
15 # This means that programs now use the system environment only.
16 # ’numpy ’ is no longer available (unless installed system -wide).
17 $ python3 numpy_user.py
18 Traceback (most recent call last):
19 File "{...}/ packages/numpy_user.py", line 3, in <module >
20 import numpy as np
21 ModuleNotFoundError: No module named ’numpy ’
22 # We could re -use the virtual environment by activating it again.
23 # However , we delete the directory to clean up after the example.

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/packages/numpy_user_venv_req.sh
https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/packages/numpy_user_venv_req.sh
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14.3 Virtual Environments in PyCharm

The IDE PyCharm also supports using virtual environments and requirements.txt files. Let us here
demonstrate this on the example program that requires NumPy which was given as Listing 14.1 and
requirements.txt file given in Listing 14.5. In Figure 14.7, we work through the steps to create and
manage a project with a virtual environment in PyCharm on their basis. (A complete example on how
to copy a source code repository from Git or GitHub and how to set up a virtual environment for its
dependencies is given in Section 15.1.1.)

First, we need to create a new project (Figure 14.7.1). For this purpose, we already copied the files
virtual environments and requirements.txt into a folder (here: /tmp/packages). In the New Project

dialog of PyCharm, we select this folder as Location: . As Interpreter type: , we choose Custom Environment

and as Environment: , we pick Generate new . As Type: , we choose Virtualenv . The default Location is
.venv inside our project directory and we keep this setting. After clicking Create , a new project is
created.

Well, almost: Figure 14.7.2 reminds me that I copied some files into the project folder before
creating the project. PyCharm wants to make sure that this is right and asks me so. As answer, I
click Create from Existing Sources .

We now are in the normal PyCharm project view in Figure 14.7.3. All the files that I placed into the
folder are there and also a .venv directory has been created. Notice that you could as well create an
empty project and copy the files there.

We click on requirements.txt and it opens in Figure 14.7.4. Indeed, the file prescribes a single
requirement, NumPy in version 1.26.4.

(14.7.1) We create a new project in PyCharm and se-
lect a virtual environment as Custom Environment . We
click Create .

(14.7.2) Since I selected the folder where the other files
(requirements.txt , numpy_user.py , . . . ) are al-
ready located, PyCharm asks whether this is OK. We select
Create from Existing Sources if asked.

(14.7.3) Let’s take a look at requirements.txt . We
double-click on this file.

(14.7.4) It contains the one line numpy==1.26.4 , which
means that our project requires NumPy in version 1.26.4.

Figure 14.7: Using requirements.txt and virtual environments in PyCharm (part 1).
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(14.7.5) We now click on numpy_user.py and get in-
formed that required packages are missing. We can in-
stall them into our project’s virtual environment by click-
ing Install requirement . Notice: This question could also
have popped up when we opened requirements.txt ,
in which case we would have installed the requirements
then.

(14.7.6) We get informed that the required packages were
successfully installed.

(14.7.7) We right-click on numpy_user.py and click
on Run ‘numpy_user.py’ .

(14.7.8) Our program is executed without error and pro-
duces the expected output.

Figure 14.7: Using requirements.txt and virtual environments in PyCharm (part 2).

When we click on the file numpy_user.py to open it in Figure 14.7.5, we notice a yellow bar at the
top of the file’s contents. This bar tells us that the required package NumPy is missing. It offers us the
two choices to either Install requirement or to Ignore requirement . We select the first option and click it.
Notice that this same yellow bar could also have appeared when we opened requirements.txt . I am
not sure why it appears only now. Either way, we accept the choice to install the requirement.

In Figure 14.7.6, we are informed that the installation was successful. The small overlay also tells
us that NumPy was installed in version 1.26.4, as prescribed by the requirements.txt file. At the
time of this writing, NumPy is already out at version 2.2.1, which would have been used if we had just
installed it without version specification. So this confirms that, indeed, our requirements.txt is used.
We also can see that the red underline under numpy that was present in Figure 14.7.5 is now gone in
Figure 14.7.6, because now the package and corresponding modules can be loaded without error.

As final check that everything went well we run our program numpy_user.py in Figure 14.7.7. We
right-click the file in three view on the left-hand side of the window. A popup menu appears, in which
we click on Run ‘numpy_user.py’ . We could just as well have pressed Ctrl + + F10 . Our program is
executed and the expected output appears (Figure 14.7.8). All is well.

However, it must be understood that the support for virtual environments and requirements files
in PyCharm is for software development. If you want to actually use the software you have developed,
you should always use the command line and terminals, as discussed in Section 14.1. PyCharm is
not a runtime environment for the deployment of productive code. It is an Integrated Development
Environment (IDE) for developing programs.
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Best Practice 69 PyCharm must never be used for running an application in a productive
setting. It is only to be used as IDE for software development. For actually executing programs,
always use a virtual environments in the terminal as introduced in Section 14.1. See also Best
Practice 1.

This holds also and especially for scenarios where we do use Python for scientific experiments. It is an
even worse idea to try to run multiple concurrent instances of a program in a PyCharm window or to
have multiple PyCharm instances open to run multiple applications in parallel.



Chapter 15

The Distributed Version Control System
git

Today, Git [259, 291] is maybe the VCS with the most wide-spread use. It is the VCS on which
GitHub [213, 235, 270] is based, which, in turn, is maybe the most important hub for open source
software projects in the world. Git is based on a client-server architecture, where the server hosts and
manages repositories of source code and other resources. The Git client is a command line application
that is run in the terminal and which allows you to clone (i.e., download) source code repositories and
upload (i.e., commit) changes to them. A repository is something like a directory with files and their
editing history, i.e., you can work and improve source code, commit changes, and see the history of
all past commits. This is what VCSes are for: They do not just provide the current state of a project
and allow teams to cooperative and continuous develop software, they also store the history of the
project so as to enable us to see which code was used in which version of our software and to track
changes. How to correctly use Git thus is a very complex and involved topic beyond the scope of this
book. However, we will here take at least a look into a very small subset of functions that provide you
a starting point for working with Git repositories.

15.1 Cloning git Repositories

The most fundamental activity you will encounter is cloning repositories. Under Git, this basically
means to download the complete repository and its history to your machine. You can now make local
changes to the downloaded files. You can create commits, that will change the local version of your
repository. Then you could push these changes back to the repository hosted by the Git server, making
them accessible for other users. But, well, the first step is to clone - i.e., to download – the repository.

You can clone Git repositories with the command line git client program. However, PyCharm also
has a Gitclient built in. We here outline both approaches based on the example of cloning a repository
from GitHub [58].

15.1.1 Cloning git Repositories under Pycharm

It is a very common scenario that we find an online repository with Python code that we are interested
in. Many papers in deep learning, for example, publish their code in this way. Many such source code
collections are Git repositories on GitHub. The example programs that ship with this book [313] are
published like this at https://github.com/thomasWeise/programmingWithPythonCode, for exam-
ple. We also have another book in progress, named Databases [312]. It, too, comes with a repository
with sources for examples, this time at https://github.com/thomasWeise/databasesCode.

As usual, we work through a topic based on an example. This time, our goal is to download
and get to run code from a GitHub repository in PyCharm. Matter of fact, we already exercised
the whole process of cloning the GitHub repository in PyCharm with the examples of this book in
Section 2.5. To complement the excursion from back then, we this time pick the companion code of
our Databases book [312] at https://github.com/thomasWeise/databasesCode as example. This
repository comes with a file requirements.txt , which allows us to present the workflow of cloning a
Git repository with setting up a virtual environment and installing required packages into one single
example.
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https://github.com/thomasWeise/programmingWithPythonCode
https://github.com/thomasWeise/databasesCode
https://github.com/thomasWeise/databasesCode
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(15.1.1) Maybe we find an interesting repository on GitHub. Let’s say it is https://github.
com/thomasWeise/databasesCode. We click on the Code drop down menu.

(15.1.2) We click on the button for copying the URL to
the clipboard.

(15.1.3) Now the URL is copied to the clipboard and we
can paste it wherever we like via Ctrl + V .

(15.1.4) We open PyCharm. If we get to the Welcome to
PyCharm screen, we click Clone Repository .

(15.1.5) If we already have a project open in PyCharm, we
click on == File Project from Version Control. . . .

Figure 15.1: Cloning a Git (or GitHub) repository in PyCharm and configuring a virtual environment for
it.

https://github.com/thomasWeise/databasesCode
https://github.com/thomasWeise/databasesCode
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(15.1.6) The “Clone Repository” form appears. (15.1.7) Normally, we would write the URL of the reposi-
tory that we want to clone into the URL: field. Here, we
paste the repository URL that we copied from the GitHub
page with Ctrl + V . We also enter a directory where
the repository should be copied to into the Directory: field.
Here, I simply selected a folder on my Linux temporary
files partition (because I will delete the project once I am
done with this example). You would instead choose a more
appropriate location. Then we click Clone .

(15.1.8) The download will begin. We may get asked
whether we want to trust the downloaded project. If and
only if we do trust it, we click Trust Project .

(15.1.9) The repository is downloaded and opens as new
project in PyCharm. If this is a Python project, we now
can configure its virtual environment settings (see Sec-
tion 14.3). To do so, we click on == .

Figure 15.1: Cloning a Git (or GitHub) repository in PyCharm and configuring a virtual environment for
it.

Therefore, in Figure 15.1.1, we pretend that you came across this interesting repository on GitHub
using your normal web browser. If you visit https://github.com/thomasWeise/databasesCode,
you can see the big drop down menu Code . If you click on it, it shows the Hypertext Transfer Protocol
Secure (HTTPS) URL under which the project can be found in Figure 15.1.2. If you work with GitHub,
there are two ways to write a URL to a repository:

• https://github.com/user/repository (or https://github.com/user/repository.git)
use HTTPS protocol to access the repository repository of user user . This form is often and
commonly used.

• ssh://git@github.com/user/repository (or ssh://git@github.com/user/repository.
git) use the Secure Shell Transport Layer Protocol (SSH) to access the repository repository
of user user . I find this form more reliable when working with GitHub from China. However, it
requires an SSH key to be configured for authentication [64].

https://github.com/thomasWeise/databasesCode
https://github.com/user/repository
https://github.com/user/repository.git
ssh://git@github.com/user/repository
ssh://git@github.com/user/repository.git
ssh://git@github.com/user/repository.git
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(15.1.10) In the menu that opens, we click on
Settings. . . (we could also press Ctrl + Alt + S ).

(15.1.11) The Settings menu opens. In the pane on the
left-hand side, we click on the item Project: “our project”
and then on Python Interpreter . This shows us something
like the view on the left hand side: Maybe the system
Python interpreter is selected or something else. We want
to set up a virtual environment for our project, so we click
on Add Interpreter .

(15.1.12) We then click on Add Local Interpreter . (15.1.13) In the “Add Python Interpreter” dialog that opens
up, we select Generate New , choose Virtualenv , and type
the sub-directory .venv relative to the path where we
cloned the repository into as Location: . We then click OK .

(15.1.14) The new environment is created and we click on
OK .

(15.1.15) Indeed, a directory called .venv appears in the
directory view of our project.

Figure 15.1: Cloning a Git (or GitHub) repository in PyCharm and configuring a virtual environment for
it.
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(15.1.16) Many Python projects come with a file
requirements.txt or requirements-dev.txt . As
discussed in Section 14.2, these list the libraries that
the projects depend on. Our example repository also
has a file requirements.txt , stating that it needs li-
brary psycopg . This dependency is marked with yellow
color, because it is not installed in the virtual environment.

(15.1.17) Clicking on the warnings symbol reveals this
issue.

(15.1.18) Indeed: If we look at the .venv directory in the
directory view, we cannot find the psycopg package.

(15.1.19) So we click on the requirements warning. . .

(15.1.20) . . . and then on Show Quick-Fixes (or press Alt +

Enter ).
(15.1.21) In the menu that opens up, we se-
lect Install all missing packages .

Figure 15.1: Cloning a Git (or GitHub) repository in PyCharm and configuring a virtual environment for
it.

Here, obviously, user is thomasWeise , which is my personal GitHub account, and repository is
databasesCode . The URL that will be copied to the clipboard by clicking the button in Figure 15.1.2
is https://github.com/thomasWeise/databasesCode.git. If you wanted to clone the repository
with the example codes for this book instead, you would use https://github.com/thomasWeise/
programmingWithPythonCode.git.

It is important to understand, however, that creating projects by cloning Git repositories is by no
means restricted to GitHub. As stated before, Git is a client-server application. You could work in an
enterprise that runs its own Git server. You could work with other Git-based repository hosts like gitee.
Regardless of what Git service you use, you could use the very same way to type in the corresponding
repository URL and then clone the repository in the same way. Only the structure of the URLs may be

https://github.com/thomasWeise/databasesCode.git
https://github.com/thomasWeise/programmingWithPythonCode.git
https://github.com/thomasWeise/programmingWithPythonCode.git
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(15.1.22) We get presented a list of packages that will be
installed. We click OK .

(15.1.23) The required package(s) will now be downloaded
and installed.

(15.1.24) The yellow warnings marks in the
requirements.txt file now disappear.

(15.1.25) And the packages have appeared in the .venv
directory as well.

(15.1.26) All dependency packages are now installed. This
means that the code in the repository that we have cloned
will function now and we can run it.

Figure 15.1: Cloning a Git (or GitHub) repository in PyCharm and configuring a virtual environment for
it.

different.

In Figure 15.1.2, we click on the button for copying the URL to the clipboard. Now the URL is
copied to the clipboard (Figure 15.1.3) and we can paste it wherever we like via Ctrl + V . But where
shall we paste it?

We open PyCharm. There are two things that can happen here: If we did not have a project open in
PyCharm, the Welcome to PyCharm screen will pop up in Figure 15.1.4. We then click on Clone Repository .
Alternatively, if we already had a project opened in PyCharm before, this project may be re-opened, as
illustrated in Figure 15.1.5. In that case, we click through == File Project from Version Control. . . .

Either way, the “Clone Repository” form appears in Figure 15.1.6. Normally, we would now write
the URL of the repository that we want to clone into the URL: field. Here, we paste the repository URL
that we copied from the GitHub page with Ctrl + V . We also enter a directory where the repository
should be copied to into the Directory: field. This directory is where all the files will be downloaded
to. You would normally select some appropriate place in your filesystem where you store your program
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(15.1.27) Well, there may be other issues unrelated to
packages. . . . . . the program I chose here is from our book
on Databases [312], and it needs the PostgreSQL database
management system (DBMS) running with a specific DB
ready. So likely, you cannot just run it . . . it was just an
example.

(15.1.28) If you also follow the Databases [312] course and
have all other pieces of the software environment set up
correctly, then you will see this output.

Figure 15.1: Cloning a Git (or GitHub) repository in PyCharm and configuring a virtual environment for
it.

codes. I, however, simply selected a folder on my Linux temporary files partition, because I will delete
the project once I am done with this example. Again, of course, you would instead choose a more
suitable location. Once the information is entered, we click Clone in Figure 15.1.7.

Now the download of the source code and the whole project history will begin. Once this is finished,
PyCharm imports the directory as a project. At this stage, we may get asked whether we want to trust
the downloaded project. If and only if we do trust it, we click Trust Project in Figure 15.1.8. The
repository is downloaded and opens as new project in PyCharm. At this point, we are basically done.
The code and commit history is now on our machine. We can read it and work with it.

In many cases, though, we are not working with singular and monolithic stand-alone programs.
Often, the programs we work with depend on other libraries. To use these programs, we also need
to install these libraries. Luckily, we learned how to do that already in Chapter 14. In particular, we
discussed virtual environments and even how to use them in PyCharm in Section 14.3. To make this
example here more complete, we will exercise the full circle of how to get a virtual environment to work
for PyCharm project based on a newly cloned GitHub repository.

Usually, after cloning a repository, we will want to configure its virtual environment settings. To do
so, we click on == in Figure 15.1.9. In the menu that opens, we click on Settings. . . or simply press
Ctrl + Alt + S ) in Figure 15.1.10.

The Settings menu opens. It hosts a plethora of different options. Some are for PyCharm in general,
some concern our new project. The latter is the group of settings we are after. In the pane on the
left-hand side, we therefore click on the item Project: “our project” , where “our project,”, of course, is to
be replaced with the name of our newly created project. We then click on Python Interpreter .

This shows us something like the view on the left hand side in Figure 15.1.11. Maybe the system
Python interpreter is selected. Maybe the Python interpreter configured for the last project we used
appears. Often, we do not want to use either of them. We want to set up a new virtual environment
for our project, so we click on Add Interpreter .

We then click on the button Add Local Interpreter that pops up in Figure 15.1.12. (Sorry, I accidentally
cut off a bit of this button in the screenshot. But I did not want to do the screenshot again, so I just
used this slightly damaged one.)

The “Add Python Interpreter” dialog that opens up in Figure 15.1.13. We select Generate New

and choose Virtualenv . In the Location: line, we type in a path to the sub-directory .venv relative to
the path where we cloned the repository into. In other words, if we cloned the repository into path
/a/b , we would write /a/b/.venv . Since I cloned the repository into /tmp/databasesCode , I now write
/tmp/.venv . This directory .venv will be created and host the virtual environment after we click OK .
The new environment is created and we click on OK in Figure 15.1.14. Indeed, a directory called .venv
appears in the directory view of our project in Figure 15.1.15. It is still more or less empty, though.
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Many Python projects come with a file requirements.txt or requirements-dev.txt . As discussed
in Section 14.2, these files list the libraries that the projects depend on. Our example repository also
has a file requirements.txt , stating that it needs library psycopg . This dependency is marked with
yellow color, because it is not installed yet in the virtual environment in Figure 15.1.16. Clicking on
the warnings symbol reveals this issue in Figure 15.1.17.

Indeed: If we look at the .venv directory in the directory view, we cannot find the psycopg package.
Currently, this directory only contains the pip package in Figure 15.1.18. A long time ago, back in
Section 4.2, we mentioned that all warnings and errors that our development IDE reports to us are
important and should be fixed (by us). Clearly, a missing library is important, because without that
package, the code we just downloaded would be useless and could not run.

To remedy this issue, we click on the requirements warning in Figure 15.1.19. A popup menu
appears in which we click on Show Quick-Fixes (or press Alt + Enter ) in Figure 15.1.20. Another menu
opens up and offers us several options to fix the warning. PyCharm cannot always know how an error
or warning can be fixed (otherwise, programmers like you and me would no longer be needed. . . ).
But surely knows how to fix missing packages: We just have to click on Install all missing packages in
Figure 15.1.21.

We get presented a list of packages that will be installed. We click OK in Figure 15.1.22. The
required package(s) will now be downloaded and installed (see Figure 15.1.23).

After this is done, the yellow warnings marks in the requirements.txt file has disappeared in
Figure 15.1.24. The packages have appeared in the .venv directory as well in Figure 15.1.25. All
dependency packages are now installed. This means that the code in the repository that we have
cloned will function now and we can run it in Figure 15.1.26.

To be honest, to actually run the code from https://github.com/thomasWeise/databasesCode,
you would need some more ingredients. This is the code associated with our Databases course
book [312]. Therefore, to actually work, it also needs a PostgreSQL server running and a DB set
up based on several pieces of SQL code (that are also in the repository). So likely, you cannot
just run exactly this code (see Figure 15.1.27). Well, I just used it as an example because it has
a requirements.txt file. But it is also not unusual that you may need some additional tools. Yet, it
is probably more common that you actually can directly work with the code after installing all depen-
dencies. In the case that you are also following the Databases [312] course and have all other pieces of
the software environment set up correctly, then the output you would see is given in Figure 15.1.28.

Regardless of the situation, you have now successfully cloned a repository from GitHub and installed
all of its required libraries into a virtual environment.

15.1.2 Cloning git Repositories with the git Client

The most basic way to clone Git repositories is to use the Git client application. This is a command
line tool that can be executed in a terminal. Here, we simply assume that you already have it installed
the Git client program git .

In Figure 15.2, we illustrate how the Git client program is used under Ubuntu Linux. Under Microsoft
Windows, it will work analogously. First, we need to open a terminal window. Under Ubuntu Linux, we
therefore press Ctrl + Alt + T . Under Microsoft Windows, we instead press q + R , type in cmd , and
hit . We then enter the directory into which we want to download the repository using cd . Notice
that if we download a repository with the name abc , this will create a new directory named abc inside
that current working directory.

We then type the command git clone https://github.com/thomasWeise/databasesCode and hit
Enter . Sometimes, repositories contain submodules. A submodules is basically a links to a specific
state (commit) of another repository. The files of the referenced commit of the other repository would
then exist inside a directory of the repository that we want to clone. If we want to have a full copy of
all the files, including the files referenced this way, we need to add the option --recurse-submodules
to the git command. We do this in Figure 15.2.1 to be on the safe side for demonstration purpose
(although the repository databasesCode does not have any submodule).

After we hit Enter , the process of cloning the repository begins in Figure 15.2.2. Sadly, when we
clone repositories using HTTPS URLs from GitHub, sometimes, there may be connectivity issues. I
noticed that using the SSH URLs is much more reliable. An example for such an error is shown in
Figure 15.2.3.

https://github.com/thomasWeise/databasesCode
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tweise@weise-laptop:/tmp$ git clone --recurse-submodules https://github.com/thomasWeise/databasesCode

tweise@weise-laptop: /tmp

(15.2.1) After opening the Ubuntu Linux terminal using Ctrl + Alt + T , we enter the
directory into which we want to download the repository. We then type the command
git clone https://github.com/thomasWeise/databasesCode and hit Enter . The
option --recurse-submodules can be added just in case.

tweise@weise-laptop:/tmp$ git clone --recurse-submodules https://github.com/thomasWeise/databasesCode

Cloning into 'databasesCode'...

tweise@weise-laptop: /tmp

(15.2.2) The process of cloning the repository begins.

tweise@weise-laptop:/tmp$ git clone --recurse-submodules https://github.com/thomasWeise/databasesCode

Cloning into 'databasesCode'...

fatal: unable to access 'https://github.com/thomasWeise/databasesCode/': GnuTLS recv error (-110): The TLS

connection was non-properly terminated.

tweise@weise-laptop:/tmp$

tweise@weise-laptop: /tmp

(15.2.3) Sometimes, there may be connectivity issues. But do not fret if that happens. . .

tweise@weise-laptop:/tmp$ git clone --recurse-submodules https://github.com/thomasWeise/databasesCode

Cloning into 'databasesCode'...

fatal: unable to access 'https://github.com/thomasWeise/databasesCode/': GnuTLS recv error (-110): The TLS

connection was non-properly terminated.

tweise@weise-laptop:/tmp$ git clone --recurse-submodules https://github.com/thomasWeise/databasesCode

tweise@weise-laptop: /tmp

(15.2.4) . . . simply try again (and, if necessary, again and again). Sometimes, it may make
sense to switch the network, e.g., from using WLAN, instead connect your mobile phone to
your computer using a USB cable and share the data connection of the mobile phone using
USB tethering.

fatal: unable to access 'https://github.com/thomasWeise/databasesCode/': GnuTLS recv error (-110): The TLS

connection was non-properly terminated.

tweise@weise-laptop:/tmp$ git clone --recurse-submodules https://github.com/thomasWeise/databasesCode

Cloning into 'databasesCode'...

remote: Enumerating objects: 93, done.

remote: Counting objects: 100% (93/93), done.

remote: Compressing objects: 100% (67/67), done.

remote: Total 93 (delta 44), reused 70 (delta 24), pack-reused 0 (from 0)

Receiving objects: 100% (93/93), 30.40 KiB | 32.00 KiB/s, done.

Resolving deltas: 100% (44/44), done.

tweise@weise-laptop:/tmp$

tweise@weise-laptop: /tmp

(15.2.5) Eventually, it will work.

Resolving deltas: 100% (44/44), done.

tweise@weise-laptop:/tmp$ cd databasesCode/

tweise@weise-laptop:/tmp/databasesCode$ ls

factory LICENSE make_venv.sh README.md requirements.txt _scripts_

tweise@weise-laptop:/tmp/databasesCode$

tweise@weise-laptop: /tmp/databasesCode

(15.2.6) The repository has been downloaded and a new folder with the repository name
(here: databasesCode ) has appeared.

Figure 15.2: Cloning a Git repository using the Git client application git in an Ubuntu Linux terminal
and how to deal with connection errors.

However, this is not a big problem. If such errors happen, you can simply try again after some
time. I furthermore noticed that, often, changing your internet connection can solve the problem. Let’s
say that you are trying to clone the repository using your wired or wireless LAN and it does not work.
Then it often helps to first switch of the network connection on your computer. On your mobile phone,
you should also switch off wireless LAN and instead activate your mobile data connection. Then you
can connect your mobile phone to your computer using a USB cable and select USB tethering on your
phone. This will share the mobile data connection with your computer. Then, simply try to clone the
repository again, as shown in Figure 15.2.4. The connection switching is just a quick work around.
Often, git clone works at first attempt and, if not, works after you wait a minute or so.

Eventually, it will work, as shown in Figure 15.2.5. After the git command completes, the repository
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has been downloaded and a new folder with the repository name (here: databasesCode) has appeared.
The Bash command ls lists the files in a directory. We see that the new directory contains the
downloaded files in Figure 15.2.6. Here, we will not deal with the issue of virtual environments, as we
discussed them in the previous section about cloning repositories using PyCharm.
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Best Practices

When writing programs in any programming language, there are always many best practices that should
be followed. The same holds, of course, also for Python. Best practices are methods and styles that
have crystallized over decades of programming experience. They help to avoid mistakes, increase the
code maintainability, and improve performance.

Best Practice 1: The only proper way to run a Python application in a productive scenario is in the
terminal, as shown in Section 2.4.1.

Best Practice 2: Always be careful with which division operator you use for ints . If you need an integer
result, make sure to use // . Remember that / always returns a float (and see Best Practice 3), even
if the result is a whole number.

Best Practice 3: Always assume that any float value is imprecise. Never expect it to be exact [17,
223].

Best Practice 4: If you need to specify large integers or floats, using underscores (_) to separate groups
of digits can be very helpful [32]. For example, 37_859_378 is much easier to read than 37859378 .

Best Practice 5: When defining a string literal, the double-quotation mark variant ("...") may be
preferred over the single-quotation mark variant (’...’); see also Best Practice 6.

Best Practice 6: When defining a multi-line string literal, the double-quotation mark variant ("""...""")
is usually preferred over the single-quotation mark variant (’’’...’’’) [108, 302].

Best Practice 7: Comments help to explain what the code in programs does and are a very important
part of the documentation of code. Comments begin with a # character, after which all text is ignored
by the Python interpreter until the end of the current line. Comments can either occupy a complete
line or we insert two spaces after the last code character in the line and then start the comment [302].

Best Practice 8: Variable names should be lowercase, with words separated by underscores [302].

Best Practice 9: Always carefully read error messages. They often provide you very crucial information
where to look for the mistake. Not reading error messages is wrong.

Best Practice 10: When writing code, we should always check whether the IDE notifies us about
potential errors. In the case of PyCharm, these are often underlined in red or yellow color. We should
always check all such marks!

Best Practice 11: Swapping of variable values can best be done with a multi-assignment statement,
e.g., a, b = b, a .

Best Practice 12: The names we use in program code should clearly reflect our intentions.

Best Practice 13: Every program should pass static type checking with tools such as Mypy (see Useful
Tool 2). Any issue found by the tools should be fixed. In other words, type check the program. If there
is an error, fix the error and type check it again. Repeat this until no errors are found anymore.

Best Practice 14: Always use type hints.

Best Practice 15: It is important to integrate type hints from the very start at each project. The idea
to first write code and later annotate it with type hints is wrong.
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Best Practice 16: Each Python file should start with a string describing its purpose [108]. This can
either be a single line, like a headline, or a longer text. In the second case, the first line must be a
headline, followed by an empty line, followed by the rest of the text. Either way, it must be a string
delimited by """...""" [108, 302].

Best Practice 17: Use many static code analysis tools and use them always. They can discover a wide
variety of issues, problems, or potential improvements. They can help you to keep your code clean and
to enforce a good programming style. Do not just apply them, but also implement their suggestions
where possible.

Best Practice 18: When you need to use an indexable sequence of objects, use a list if you intent to
modify this sequence. If you do not intent to change the sequence, use a tuple.

Best Practice 19: Only put immutable objects into tuples. Mutable objects inside tuples makes the
tuples modifiable as well, while other programmers may assume that they are immutable. This can lead
to strange errors down the line.

Best Practice 20: Only put immutable objects into sets.

Best Practice 21: Sets are unordered. Never expect anything about how the objects you put into a set
are actually stored there.

Best Practice 22: Careful when sorting or comparing strings: The default order is uppercase charac-
ters before lowercase characters, i.e., "A" < "a" . If you want that upper- and lowercase characters
are treated the same (e.g., that "A" is considered as equal to "a"), as is the case in dictionary
ordering, i.e., if you want to sort a collection my_text of strings in a case-insensitive manner, use
sorted(my_text, key=str.casefold) .

Best Practice 23: Dictionary keys must be immutable.

Best Practice 24: Blocks are indented by four spaces.

Best Practice 25: Prefer elif over nested else ... if constructs.

Best Practice 26: When your if...then...else statement only assigns values to variables, use the
inline variant discussed in Section 6.4, as it is more compact.

Best Practice 27: If we do not care about the value of a variable (or parameter), we should name
it _ [157]. This information is useful for other programmers as well as static code analysis tools.

Best Practice 28: Do not use (un)equality comparisons of floats as loop termination criteria, as they
may lead to endless loops. There can always be inputs that cause endless oscillations between values
or the appearance of nan values (see Section 3.3.5).

Best Practice 29: Function names should be lower case, with underscores separating multiple words if
need be [302].

Best Practice 30: All parameters and the return value of a function should be annotated with type
hints [324]. From my perspective: A function without type hints is wrong.

Best Practice 31: The body of a function is indented with four spaces.

Best Practice 32: Each function should be documented with a docstring. If you work in a team or
intend to place your code in public repositories like on GitHub, then this very very much increases the
chance that your code will be used correctly. From my perspective: A function without docstring is
wrong.

Best Practice 33: After the function and its body are defined, leave two blank lines before writing the
next code [302].

Best Practice 34: Package and module names should be short and lowercase. Underscores can be used
to improve readability. [302]
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Best Practice 35: Always attach a timeout to your unit tests. This timeout can be generous, maybe one
hour, but it will serve as sentinel against either endless loops, deadlocks, or other congestion situations
which all would be practical test failures. Timeouts protect automated builds or continuous integration
systems from clogging.

Best Practice 36: A function which is not unit tested is wrong.

Best Practice 37: A good unit test for a given function should cover both expected as well as extreme
cases. For a parameter, we should test both the smallest and largest possible argument values, as well
as values from its normally expected range.

Best Practice 38: A good unit test for a function should cover all branches of the control flow inside
the function. If a function does one thing in one situation and another thing in another situation, then
both of these scenarios should have associated unit tests.

Best Practice 39: Default parameter values must always be immutable.

Best Practice 40: Errors should not be ignored and input should be sanitized. Instead, the input of our
functions should be checked for validity (where reasonable). Exceptions should be raised as early as
possible if any unexpected situation occurs.

Best Practice 41: Any function that may raise an exception should explain any exception that it
explicitly raises in the docstring. This is done by writing something like :raises ExceptionType: why
where ExceptionType is to be replaced with the type of the exception raised and why with a brief
explanation why it will be raised.

Best Practice 42: The stack trace and error information printed on the Python console in case of an
uncaught exception are essential information to identify the problem. They should always be read and
understood before trying to improve the code. See also Best Practice 9.

Best Practice 43: Only Exceptions should be caught by except blocks that we can meaningfully
handle. The except block is not to be used to just catch any exception, to implement GIGO, or to try
to sanitize erroneous input.

Best Practice 44: If an exception is raised, be aware that the control flow will immediately leave the
current block. The statement in which the exception was raised will not be completed but aborted
right away. Therefore, no variable assignments or other side-effects can take place anymore and it is
possible that variables remain undefined.

Best Practice 45: It is important to cover both the reasonable expected use of our functions as well
as unexpected use with incorrect arguments with test cases. The latter case should raise Exceptions ,
which we should verify with unit tests.

Best Practice 46: When measuring the runtime of code for one specific set of inputs, it makes sense to
perform multiple measurements and to take the minimum of the observed values [287]. The reason is
that there are many factors (CPU temperature, other processes, . . . ) that may negatively impact the
runtime. However, there is no factor that can make your code faster than what your hardware permits.
So the minimum is likely to give the most accurate impression of how fast your code can theoretically
run on your machine. Notice, however, that there might be effects such as caching that could corrupt
your measurements.

Best Practice 47: Where ever possible, the docstrings of functions and modules should contain doctests.
This provides unit tests as well as examples as how the code should be used. Since doctests are usually
brief, they are a quick and elegant way to complement more comprehensive unit tests in separate files
(see Best Practice 36).

Best Practice 48: Generator expressions shall be preferred over list comprehension if the sequence of
items only needs to be processed once. Generator expression require less memory. If the iteration over
the elements can stop early, which can happen, e.g., when using the all or any functions, they may
also be faster.

Best Practice 49: Class names should follow the CapWords convention (often also called camel case),
i.e., look like MyClass or UniversityDepartment (not my_class or university_department) [302].
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Best Practice 50: At the beginning of a class , a docstring is placed which describes what the class is
good for. This docstring and include doctests to demonstrate the class usage, or such doctests can be
placed in the docstring of the module.

Best Practice 51: Object attributes must only be created inside the initializer __init__ . An initial
value must immediately be assigned to each attribute.

Best Practice 52: Every attribute of an object must be annotated with a type hint and a documentation
comment when created in the initializer __init__ [173]. type hints work as with normal variables.

Best Practice 53: The type hint Final marks an attribute as immutable. All attributes that you do
not intend to change should be annotated with Final .

Best Practice 54: An attribute is documented in the line above the attribute initialization by writing
a comment starting with #: , which explains the meaning of the attribute [266]. (Sometimes, the
documentation is given as string directly below the attribute definition [109], but we stick to the former
method, because it has proper tool support, e.g., by Sphinx.)

Best Practice 55: All methods of classes must be annotated with docstrings and type hints.

Best Practice 56: When using a class C as type hint inside the definition of the class C , you must
write "C" instead of C . (Otherwise, static code analysis tools and the Python interpreter get confused.)

Best Practice 57: Names of attributes and attributes that start with a double leading underscore (__)
are to be treated as private methods and attributes. They should not be accessed or modified from
outside the class. All internal attributes and methods of a class that should not be exposed to the
outside therefore should be named following this convention (with two leading underscores).

Best Practice 58: For implementing __eq__ and __hash__ , the following rules hold [201]:

• Only immutable classes are allowed to implement __hash__ , i.e., only classes where all attributes
have the Final type hint and are only assigned on the initialize __init__ .

• The result of a.__hash__() must never change (since a must never change either).

• If a class does not define __eq__ , it cannot implement __hash__ either.

• Instances of a class that implements __eq__ but not __hash__ cannot be used as keys in a
dictionary or set.

• Only instances of a class that implements both __eq__ and __hash__ can be used as keys in
dictionaries or sets.

• Then, the results of __eq__ and __hash__ must be computed using the exactly same attributes.
In other words, the attributes of an object a that determine the results of a.__eq__(...) must
be exactly the same as those determining the results of a.__hash__(...) .

• It is best to compute a.__hash__(...) by simply putting all of these attributes into a tuple and
then passing this tuple to hash .

• Two objects that are equal must have the same hash value, i.e., Equations 13.1 and 13.2 must
hold.

Best Practice 59: Constants are module-level variables which must be assign a value upon definition
and which must be annotated with the type hint Final [274].

Best Practice 60: The names of constants contain only capital letters with underscores separating
words. Examples include MAX_OVERFLOW and TOTAL [302].

Best Practice 61: Constants are documented by writing a comment starting with #: immediately above
them [266].

Best Practice 62: Every time you declare a variable that you do not intend to change, mark it with the
type hint Final [274]. On one hand, this conveys the intention “this does not change” to anybody who
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reads the code. On the other hand, if you do accidentally change it later, tools like Mypy can notify
you about this error in your code.

Best Practice 63: Methods that return self should be annotated with the type hint Self [269]. Static
code analysis tools then see that the method always returns an object of the same class as the object
itself.

Best Practice 64: If a parameter of a function can take on only some special constant values X , say
certain integers or strings, the proper type hint is Literal[X] [171]. The same holds if your function
always returns the same, simple constant(s) X .

Best Practice 65: Packages should always be installed in virtual environments and never system-wide
(maybe with the exception of pip and venv).

Best Practice 66: The command pip install should always be used with the option
--require-virtualenv , e.g., pip install --require-virtualenv thePackage . This enforces that pip
is really executed in a virtual environment and will cause an error otherwise.

Best Practice 67: The packages that a Python project requires or depends on should be listed in a file
called requirements.txt in the root folder of the project.

Best Practice 68: All required packages in a requirements.txt file should be specified with the exact
version, i.e., in the form of package==version . This ensures that the behavior of the project can be
exactly replicated on other machines. It rules out that errors can be caused due to incompatible versions
of dependencies, because it allows the users to exactly replicate the set up of the machine on which
the project was developed.

Best Practice 69: PyCharm must never be used for running an application in a productive setting. It is
only to be used as IDE for software development. For actually executing programs, always use a virtual
environments in the terminal as introduced in Section 14.1. See also Best Practice 1.



Useful Tools

When developing software with Python, we can rely on a wide variety of tools that can help us to
achieve high code quality and maintainability. We introduce such tools and show how they can be used
throughout this book at different locations.

Useful Tool 1: The IDE and the error messages (Exception stack traces) are your most important tools
to find errors. Read error messages. If your IDE – regardless whether it is PyCharm or something else
– annotates your code with some marks, then you should check every single one of them.

Useful Tool 2: Mypy [172] is a static type checking tool for Python. This tool can warn you if you, e.g.,
assign values to a variable that have a different type than the values previously stored in the variable,
which often indicates a potential programming error. It can be installed via pip install mypy , as
illustrated in Figure 4.6 on page 69. You can then apply Mypy using the command mypy fileToScan.py .
We use the Bash script given in Listing 16.1 on page 327 to apply Mypy to the example programs in
this book.

Useful Tool 3: Ruff is a very fast Python linter that checks the code for all kinds of problems, ranging
from formatting and style issues over missing documentation to performance problems and potential
errors [182]. It can be installed via pip install ruff as shown in Figure 5.1 on page 83. You can
then apply Ruff using the command ruff check fileToScan.py . We provide a script for using Ruff
with a reasonable default configuration in Listing 16.2 on page 329.

Useful Tool 4: Pylint is a Python linter that analyzes code for style, potential errors, and possible
improvements [226]. It can be installed via pip install pylint as shown in Figure 7.1 on page 115.
You can then apply Pylint using the command pylint fileToScan.py . We provide a script for using
Pylint with a reasonable default configuration in Listing 16.3 on page 330.

Useful Tool 5: pytest is a Python is a Python framework for writing and executing software tests [160].
It can be installed via pip install pytest pytest-timeout as shown in Figure 8.1 on page 128. You
can then apply pytest using the command pytest --timeout=toInS file(s) , where toInS should be
replaced with a reasonable timeout in seconds and file(s) is one or multiple files with test cases. We
provide a script for using pytest with a reasonable default configuration in Listing 16.4 on page 331.
See also Useful Tool 7 later on.

Useful Tool 6: timeit is a tool for measuring execution time of small code snippets that ships directly
with Python. This module avoids a number of common traps for measuring execution times, see [214,
287].

Useful Tool 7: A doctest is a unit test written directly into the docstring of a function or module. We
therefore insert small snippets of Python code and their expected output. The first line of such codes
is prefixed py >>> . If a statement needs multiple lines, any following line is prefixed by ... . After the
snippet, the expected output is written. The doctests can be by modules like doctest [80] or tools
such as pytest [159] (Useful Tool 5). They collect the code, run it, and compare its output to the
expected output in the docstring. If they do not match, the tests fail. We use pytest in this book,
with the default configuration given in Listing 16.5.

Useful Tool 8: A debugger is a tool that ships with many programming languages and IDEs. It allows
you to execute a program step-by-step while observing the current values of variables. This way, you
can find errors in the code more easily [3, 240, 322]. A comprehensive example on how to use the
debugger in PyCharm is given in Section 13.4.

Useful Tool 9: pip is a software that can be used to install packages under Python.
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• With the command pip install thePackage , the package thePackage is installed.

• With the command pip install "thePackage==version" , the version version of the pack-
age thePackage is installed.

• With the command pip install -r requirements.txt , the packages listed in the requirements
file requirements.txt are installed. A requirements file allows to put multiple package/version
dependencies that would otherwise command line arguments of pip into a single file [217].

pip should always be used in a virtual environment, see Best Practice 65 and 66.

Useful Tool 10: The module venv is used for creating and managing virtual environments under Python.



Glossary

i! The factorial a! of a natural number a ∈ N1 is the product of all positive natural numbers less than
or equal to a, i.e., a! = 1 ∗ 2 ∗ 3 ∗ 4 ∗ · · · ∗ (a− 1) ∗ a [50, 84, 180]. See also Equation 8.1 and
Listing 8.1

ϕ The golden ratio (or golden section) is the irrational number 1+
√

5
2 . It is the ratio of a line segment

cut into two pieces of different lengths such that the ratio of the whole segment to that of the
longer segment is equal to the ratio of the longer segment to the shorter segment [45, 89]. The
golden ratio is approximately ϕ ≈ 1.618 033 988 749 894 848 204 586 834 [260]. Represented as
float in Python, its value is 1.618033988749895 .

π is the ratio of the circumference U of a circle and its diameter d, i.e., π = U/d. π ∈ R
is an irrational and transcendental number [97, 145, 195], which is approximately π ≈
3.141 592 653 589 793 238 462 643. In Python, it is provided by the math module as constant
pi with value 3.141592653589793 .

i..j with i, j ∈ Z and i ≤ j is the set that contains all integer numbers in the inclusive range from i
to j. For example, 5..9 is equivalent to {5, 6, 7, 8, 9}

AI Artificial Intelligence, see, e.g., [242]

Android is a common operating system for mobile phones [258].

API An Application Programming Interface is a set of rules or protocols that enables one software
application or component to use or communicate with another [110].

apt-get is a command used to install Debian deb packages under Ubuntu Linux [120, 255, 303]. Using
apt-get requires superuser privileges (sudo), i.e., one usually does sudo apt-get install... .
Learn more at https://salsa.debian.org/apt-team/apt.

Bash is a the shell used under Ubuntu Linux, i.e., the program that “runs” in the terminal and interprets
your commands, allowing you to start and interact with other programs [33, 192, 332]. Learn
more at https://www.gnu.org/software/bash.

bias The bias is subtracted from the value stored in the exponent field of a floating point number.
This allows for representing both positive and negative exponents. In the 64 bit double precision
IEEE Standard 754 floating point number layout [129, 136], the bias is 1023. See Section 3.3.1.

breakpoint A breakpoint is a mark in a line of code in an IDE at which the debugger will pause the
execution of a program.

C is a programming language, which is very successful in system programming situations [79, 224].

client In a client-server architecture, the client is a device or process that requests a service from the
server. It initiates the communication with the server, sends a request, and receives the response
with the result of the request. Typical examples for clients are web browsers in the internet as
well as clients for DBMSes, such as psql .

client-server architecture is a system design where a central server receives requests from one or
multiple clients [25, 204, 231, 237, 279]. These requests and responses are usually sent over
network connections. A typical example for such a system is the World Wide Web (WWW),
where web servers host websites and make them available to web browsers, the clients. Another
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typical example is the structure of DB software, where a central server, the , offers access to the
DB to the different clients. Here, the client can be some terminal software shipping with the ,
such as psql , or the different applications that access the DBs.

CSV Comma-Separated Values is a very common and simple text format for exchanging tabular or
matrix data [251]. Each row in the text file represents one row in the table or matrix. The
elements in the row are separated by a fixed delimiter, usually a comma (“,”), sometimes a
semicolon (“;”). Python offers some out-of-the-box CSV support in the csv module [69].

DB A database is an organized collection of structured information or data, typically stored electroni-
cally in a computer system. Databases are discussed in our book Databases [312].

DBMS A database management system is the software layer located between the user or application
and the DB. The DBMS allows the user/application to create, read, write, update, delete, and
otherwise manipulate the data in the DB [327].

debugger A debugger is a tool that lets you execute a program step-by-step while observing the current
values of variables. This allows you to find errors in the code more easily [3, 240, 322]. See also
Useful Tool 8.

denominator The number b of a fraction a
b ∈ Q is called the denominator.

docstring Docstrings are special string constants in Python that contain documentation for modules
or functions [108]. They must be delimited by """...""" [108, 302].

doctest doctests are small pieces of code in the docstrings that look like interactive Python sessions.
The first line of a statement in such a Python snippet is indented with Python»> and the
following lines by ... . These snippets can be executed by modules like doctest [80] or tools
such as pytest [159]. Their output is the compared to the text following the snippet in the
docstring. If the output matches this text, the test succeeds. Otherwise it fails.

DS Data Science, see, e.g., [114].

e is Euler’s number [91], the base of the natural logarithm. e ∈ R is an irrational and transcendental
number [97, 145], which is approximately e ≈ 2.718 281 828 459 045 235 360. In Python, it is
provided by the math module as constant e with value 2.718281828459045 .

exit code When a process terminates, it can return a single integer value (the exit status code) to
indicate success or failure [146]. Per convention, an exit code of 0 means success. Any non-
zero exit code indicates an error. Under Python, you can terminate the current process at
any time by calling exit and optionally passing in the exit code that should be returned. If
exit is not explicitly called, then the interpreter will return an exit code of 0 once the process
normally terminates.If the process was terminated by an uncaught Exception , a non-zero exit
code, usually 1, is returned.

exponent The exponent is the part of a floating point number that stores a power of 2 with which
the significand is multiplied. This allows for covering a wide range of different precisions and
representing both very large and very small numbers. In the 64 bit double precision IEEE Standard
754 floating point number layout [129, 136], the exponent is 11 bits with a bias of 1023. See
Section 3.3.1.

f-string is a special string in Python, which delimited by f"..." which can contain expressions in curly
braces like f"a{6-1}b" that are then turned to text via (string) interpolation, which turns the
string to "a5b" . f-strings are discussed in Section 3.5.2.

Flask is a lightweight Python framework that allows developers to quickly and easily build web ap-
plications [2, 54, 289]. It is based on the Python WSGI standard [229]. Learn more at
https://flask.palletsprojects.com.

GIGO Garbage In–Garbage Out, see, e.g., [215]

https://flask.palletsprojects.com
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Git is a distributed Version Control Systems (VCS) which allows multiple users to work on the same
code while preserving the history of the code changes [259, 291]. Learn more at https://
git-scm.com.

gitee is a China-based GitHub alternative. Learn more at https://gitee.com.

GitHub is a website where software projects can be hosted and managed via the Git VCS [213, 291].
Learn more at https://github.com.

HTML The Hyper Text Markup Language (HTML) is the text format used by the WWW [22, 126,
290].

HTTP The Hyper Text Transfer Protocol (HTTP) is the protocol linking web browsers to web servers
in the WWW [22, 23, 95, 96, 113].

HTTPS The Hypertext Transfer Protocol Secure (HTTPS) is the encrypted variant of Hyper Text
Transfer Protocol (HTTP) where data is sent over Transport Layer Security (TLS) [96, 271].

IDE An Integrated Developer Environment is a program that allows the user do multiple different
activities required for software development in one single system. It often offers functionality
such as editing source code, debugging, testing, or interaction with a distributed version control
system. For Python, we recommend using PyCharm.

iOS is the operating system that powers Apple iPhones [49, 262]. Learn more at https://www.
apple.com/ios.

iPadOS is the operating system that powers Apple iPads [49]. Learn more at https://www.apple.
com/ipados.

IT information technology

Java is another very successful programming language, with roots in the C family of languages [27,
178].

JavaScript JavaScript is the predominant programming language used in websites to develop interac-
tive contents for display in browsers [86].

JSON JavaScript Object Notation is a data interchange format [34, 282] based on JavaScript [86]
syntax.

LAMP Stack A system setup for web applications: Linux, Apache (a webserver), MySQL, and the
server-side scripting language PHP [44, 122].

LibreOffice is on open source office suite [104, 176, 247] which is a good and free alternative to
Microsoft Office. It offers software such as LibreOffice Calc and LibreOffice Base. See [312] for
more information and installation instructions.

LibreOffice Base is a DBMSes that can work on stand-alone files but also connect to other popular
relational databases [92, 247]. It is part of LibreOffice [104, 176, 247] and has functionality that
is comparable to Microsoft Access [20, 55, 293].

LibreOffice Calc is spreadsheet software that allows you to arrange and perform calculations with data
in a tabular grid. It is a free and open source spread sheet software [176, 247], i.e., an alternative
to Microsoft Excel. It is part of LibreOffice [104, 176, 247].

linter A linter is a tool for analyzing static program code to identify bugs, problems, vulnerabilities,
and inconsistent code styles [144, 243]. Ruff is an example for a linter used in the Python world.

Linux is the leading open source operating system, i.e., a free alternative for Microsoft Windows [14,
120, 255, 288, 303]. We recommend using it for this course, for software development, and for
research. Learn more at https://www.linux.org. Its variant Ubuntu is particularly easy to use
and install.

https://git-scm.com
https://git-scm.com
https://gitee.com
https://github.com
https://www.apple.com/ios
https://www.apple.com/ios
https://www.apple.com/ipados
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https://www.linux.org
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macOS or Mac OS is the operating system that powers Apple Mac(intosh) computers [262]. Learn
more at https://www.apple.com/macos.

mantissa See significand.

MariaDB An open source relational database management system that has forked off from MySQL [10,
11, 16, 85, 232]. See https://mariadb.org for more information.

Matplotlib is a Python package for plotting diagrams and charts [133, 135, 143, 205]. Learn more at
at https://matplotlib.org [135].

Microsoft Access is a DBMSes that can work on DBs stored in single, stand-alone files but also
connect to other popular relational databases [20, 55, 293]. It is part of Microsoft Office. A free
and open source alternative to this commercial software is LibreOffice Base.

Microsoft Excel is a spreadsheet program that allows users to store, organize, manipulate, and calcu-
late data in tabular structures [28, 112, 165]. It is part of Microsoft Office. A free alternative to
this commercial software is LibreOffice Calc [176, 247].

Microsoft Office is a commercial suite of office software, including Microsoft Excel, Microsoft Word,
and Microsoft Access [165]. LibreOffice is a free and open source alternative.

Microsoft Windows is a commercial proprietary operating system [31]. It is widely spread, but we
recommend using a Linux variant such as Ubuntu for software development and for our course.
Learn more at https://www.microsoft.com/windows.

Microsoft Word is one of the leading text writing programs [81, 188] and part of Microsoft Office. A
free alternative to this commercial software is the LibreOffice Writer.

ML Machine Learning, see, e.g., [253]

modulo division is, in Python, done by the operator % that computes the remainder of a division.
15 % 6 gives us 3 . Modulo division is mentioned in Section 3.2.

moptipy is the Metaheuristic Optimization in Python library [314]. Learn more at https://
thomasweise.github.io/moptipy.

Mypy is a static type checking tool for Python [172] that makes use of type hints. Learn more at
https://github.com/python/mypy or in Section 4.4.

MySQL An open source relational database management system [30, 85, 234, 277, 321]. MySQL is
famous for its use in the LAMP Stack. See https://www.mysql.com for more information.

N1 the set of the natural numbers excluding 0, i.e., 1, 2, 3, 4, and so on. It holds that N1 ⊂ Z.

numerator The number a of a fraction a
b ∈ Q is called the numerator.

NumPy is a fundamental package for scientific computing with Python, which offers efficient array
datastructures [75, 119, 143]. Learn more at https://numpy.org [197].

O(g(x)) If f(x) = O(g(x)), then there exist positive numbers x0 ∈ R+ and c ∈ R+ such
that f(x) ≤ c ∗ g(x)∀x ≥ x0 [13, 167]. In other words, O(g(x)) describes an upper bound for
function growth.

OS Operating System, the system that runs your computer, see, e.g., Linux, Microsoft Windows,
macOS, and Android.

package A Python package is basically a directory containing Python files. This allows us to group
functionality together as a library that can be used by different applications. Many popular
Python packages are offered as open source at PyPI and can be installed with pip. We discuss
this in Section 14.1.

Pandas is a Python data analysis and manipulation library [18, 175]. Learn more at https://pandas.
pydata.org [208].

https://www.apple.com/macos
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https://thomasweise.github.io/moptipy
https://thomasweise.github.io/moptipy
https://github.com/python/mypy
https://www.mysql.com
https://numpy.org
https://pandas.pydata.org
https://pandas.pydata.org
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pip is the standard tool to install Python software packages from the PyPI repository [139, 216]. To
install a package thepackage hosted on PyPI, type pip install thepackage into the terminal.
Learn more at https://packaging.python.org/installing.

PostgreSQL An open source object-relational DBMS [94, 200, 220, 277]. See https://postgresql.
org for more information.

psql is the client program used to access the PostgreSQL DBMS server.

psycopg or, more exactly, psycopg 3 , is the most popular PostgreSQL adapter for Python, implement-
ing the Python DB API 2.0 specification [174]. Learn more at https://www.psycopg.org [304].

PyCharm is the convenient Python IDE that we recommend for this course [297, 322, 326]. It comes
in a free community edition, so it can be downloaded and used at no cost. Learn more at
https://www.jetbrains.com/pycharm.

Pylint is a linter for Python that checks for errors, enforces coding standards, and that can make
suggestions for improvements [226]. Learn more at https://www.pylint.org and Useful Tool 4
and in [313]

PyPI The Python Package Index (PyPI) is an online repository that provides the software packages
that you can install with pip [29, 283, 296]. Learn more at https://pypi.org.

pytest is a framework for writing and executing unit tests in Python [77, 160, 203, 206, 322]. Learn
more at https://pytest.org and in Section 8.3 and in [313]

Python The Python programming language [132, 170, 313], i.e., what you will learn about in our
book [313]. Learn more at https://python.org.

PyTorch is a Python library for deep learning and AI [209, 230]. Learn more at https://pytorch.org.

Q the set of the rational numbers, i.e., the set of all numbers that can be the result of a
b with a, b ∈ Z

and b ̸= 0. a is called the numerator and b is called the denominator. It holds that Z ⊂ Q and
Q ⊂ R.

R the set of the real numbers.

R+ the set of the positive real numbers, i.e., R+ = {x ∈ R : x > 0}.

regex A Regular Expression, often called “regex” for short, is a sequence of characters that define a
search pattern for text strings [137, 161, 189, 193]. In Python, the re module offers function-
ality work with regular expressions [161, 233]. In PostgreSQL, regex-based pattern matching is
supported as well [218].

relational database A relational DB is a database that organizes data into rows (tuples, records) and
columns (attributes), which collectively form tables (relations) where the data points are related
to each other [59, 116, 118, 264, 275, 312, 319].

Ruff is a linter and code formatting tool for Python [182]. Learn more at https://docs.astral.
sh/ruff or in Useful Tool 3.

Scikit-learn is a Python library offering various machine learning tools [212, 230]. Learn more at
https://scikit-learn.org.

SciPy is a Python library for scientific computing [143, 307]. Learn more at https://scipy.org.

server In a client-server architecture, the server is a process that fulfills the requests of the clients. It
usually waits for incoming communication carring the requests from the clients. For each request,
it takes the necessary actions, performs the required computations, and then sends a response
with the result of the request. Typical examples for servers are web servers [44] in the internet
as well as DBMSes. It is also common to refer to the computer running the server processes as
server as well, i.e., to call it the “server computer” [163].

https://packaging.python.org/installing
https://postgresql.org
https://postgresql.org
https://www.psycopg.org
https://www.jetbrains.com/pycharm
https://www.pylint.org
https://pypi.org
https://pytest.org
https://python.org
https://pytorch.org
https://docs.astral.sh/ruff
https://docs.astral.sh/ruff
https://scikit-learn.org
https://scipy.org


GLOSSARY 296

sign bit The sign bit indicates whether a floating point number is positive or negative in the 64 bit
double precision IEEE Standard 754 floating point number layout [129, 136]. See Section 3.3.1.

signature The signature of a function refers to the parameters and their types, the return type, and
the exceptions that the function can raise [184]. In Python, the function signature of the
module inspect provides some information about the signature of a function [43].

significand The significand is the part of a floating point number that stores the digits of the number
(in binary representation). In the 64 bit double precision IEEE Standard 754 floating point number
layout [129, 136], the exponent is 52 bits. See Section 3.3.1.

SimPy is a Python library for discrete event simulation [334]. Learn more at https://simpy.
readthedocs.io.

Sphinx Sphinx is a tool for generating software documentation [292]. It supports Python can use
both docstrings and type hints to generate beautiful documents. Learn more at https://www.
sphinx-doc.org.

SQL The Structured Query Language is basically a programming language for querying and manipu-
lating relational databases [51]. It is understood many DBMSes. You find the SQL commands
supported by PostgreSQL in the reference [267].

SQLi attack A SQL injection attack is a web attack that is used to target data stored in DBMS by
injecting malicious input into code that constructs SQL queries by string concatenation in order to
subvert application functionality and perform unauthorized operations [68, 162, 210, 312]. In or-
der to prevent such attacks, queries to DBs should never be constructed via string concatenation
or the likes of Python f-strings. Assume that user_id was a string variable in a Python pro-
gram and we construct the query f"SELECT * FROM data WHERE user_id = {user_id}" . Notice
that the {user_in} will be replaced with the value of variable user_id during (string) inter-
polation. If user_id == "user123; DROP TABLE data;" , mayhem would ensue when we execute
the query [268]. Some programming languages, like Python, offer built-in datatypes (such as
LiteralString [268]) to annotate string constants that can be used by static type-checkers. At
the time of this writing, Mypy does not support this yet [305, 333].

SQLite is an relational DBMS which runs as in-process library that works directly on files as opposed
to the client-server model used by other common DBMSes. It is the most wide-spread SQL-based
DB in use today, installed in nearly every smartphone, computer, web browser, television, and
automobile [51, 103, 323]. Learn more at https://sqlite.org.

SSH Secure Shell Transport Layer Protocol, a protocol that provides users a secure way to access
computers over an unsecure network [15, 48, 331].

stack trace A stack trace gives information the way in which one function invoked another. The
term comes from the fact that the data needed to implement function calls is stored in a stack
data structure [154]. The data for the most recently invoked function is on top, the data of the
function that called is right below, the data of the function that called that one comes next, and
so on. Printing a stack trace can be very helpful when trying to find out where an Exception
occurred. See, for instance, Chapter 9.

stderr The standard error stream is one of the three pre-defined streams of a console process (to-
gether with the stdin and the stdout) [148]. It is the text stream to which the process writes
information about errors and exceptions. If an uncaught Exception is raised in Python and
the program terminates, then this information is written to stderr. If you run a program in a
terminal, then the text that a process writes to its stderr appears in the console.

stdin The standard input stream is one of the three pre-defined streams of a console process (together
with the stdout and the stderr) [148]. It is the text stream from which the process reads its
input text, if any. The Python instruction input reads from this stream. If you run a program
in a terminal, then the text that you type into the terminal while the process is running appears
in this stream.

https://simpy.readthedocs.io
https://simpy.readthedocs.io
https://www.sphinx-doc.org
https://www.sphinx-doc.org
https://sqlite.org
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stdout The standard output stream is one of the three pre-defined streams of a console process
(together with the stdin and the stderr) [148]. It is the text stream to which the process
writes its normal output. The print instruction of Python writes text to this stream. If you run
a program in a terminal, then the text that a process writes to its stdout appears in the console.

(string) interpolation In Python, string interpolation is the process where all the expressions in an
f-string are evaluated and the final string is constructed. An example for string interpolation is
turning f"Rounded {1.234:.2f}" to "Rounded 1.23" . This is discussed in Section 3.5.2.

sudo In order to perform administrative tasks such as installing new software under Linux, root (or
“super”) user privileges as needed [57]. A normal user can execute a program in the terminal
as super user by pre-pending sudo , often referred to as “super user do.” This requires the root
password.

SVG The Scalable Vector Graphics (SVG) format is an XML-based format for vector graphics [71].
Vector graphics are composed of geometric shapes like lines, rectangles, circles, and text. As
opposed to raster / pixel graphics, they can be scaled seamlessly and without artifacts. They are
stored losslessly.

TensorFlow is a Python library for implementing machine learning, especially suitable for training of
neural networks [1, 166]. Learn more at https://www.tensorflow.org.

terminal A terminal is a text-based window where you can enter commands and execute them [14, 57].
Knowing what a terminal is and how to use it is very essential in any programming- or system
administration-related task. If you want to open a terminal under Microsoft Windows, you can
press q + R , type in cmd , and hit . This is shown, e.g., in Figure 2.2.1. Under Ubuntu
Linux, Ctrl + Alt + T opens a terminal, which then runs a Bash shell inside.

TLS Transport Layer Security, a protol for encrypted communication over the internet [83, 236, 271],
used by, e.g., HTTPS.

type hint are annotations that help programmers and static code analysis tools such as Mypy to better
understand what type a variable or function parameter is supposed to be [168, 301]. Python
is a dynamically typed programming language where you do not need to specify the type of,
e.g., a variable. This creates problems for code analysis, both automated as well as manual: For
example, it may not always be clear whether a variable or function parameter should be an integer
or floating point number. The annotations allow us to explicitly state which type is expected.
They are ignored during the program execution. They are a basically a piece of documentation.
See Section 4.4.4.

Ubuntu is a variant of the open source operating system Linux [57, 122]. We recommend that
you use this operating system to follow this class, for software development, and for research.
Learn more at https://ubuntu.com. If you are in China, you can download it from https:
//mirrors.ustc.edu.cn/ubuntu-releases.

UCS Universal Coded Character Set, see Unicode

Unicode A standard for assigning characters to numbers [138, 284, 294]. The Unicode standard
supports basically all characters from all languages that are currently in use, as well as many
special symbols. It is the predominantly used way to represent characters in computers and is
regularly updated and improved.

URI A Uniform Resource Identifier is an identifier for an abstract or physical resource in the inter-
net [330]. It can be a URL, a name, or both. URIs are supersets of URLs. The connection strings
of the PostgreSQL DBMS are examples for URIs.

URL A Uniform Resource Locator identifies a resource in the WWW and a way to obtain it by describing
a network access mechanism. The most notable example of URLs is the text you write into web
browsers to visit websites [24]. URLs are subsets of Uniform Resource Identifiers (URIs).

UTF-8 The UCS Transformation Format 8 is one standard for encoding Unicode characters into a
binary format that can be stored in files [138, 330]. It is the world wide web’s most commonly
used character encoding, where each character is represented by one to four bytes. It is backwards
compatible with ASCII (see Section 3.5.6).

https://www.tensorflow.org
https://ubuntu.com
https://mirrors.ustc.edu.cn/ubuntu-releases
https://mirrors.ustc.edu.cn/ubuntu-releases
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VCS A Version Control System is a software which allows you to manage and preserve the historical
development of your program code [291]. A distributed VCS allows multiple users to work on the
same code and upload their changes to the server, which then preserves the change history. The
most popular distributed VCS is Git.

venv is a Python module and tool for creating virtual environments [306]. Learn more at https:
//docs.python.org/3/library/venv.html [306].

virtual environment A virtual environment is a directory that contains a local Python installation [187,
308]. It comes with its own package installation directory. Multiple different virtual environments
can be installed on a system. This allows different applications to use different versions of the
same packages without conflict, because we can simply install these applications into different
virtual environments. See Section 14.3 for details.

WWW World Wide Web [22, 74]

x-axis The x-axis is the horizontal axis of a two-dimensional coordinate system, often referred to
abscissa.

XML The Extensible Markup Language is a text-based language for storing and trans-
porting of data [35, 62, 156]. It allows you to define elements in the form
<myElement myAttr="x">...text..</myElement> . Different from CSV, elements in XML can
be hierarchically nested, like <a><b><c>test</c></b><b>bla</b></a> , and thus easily represent
tree structures. XML is one of most-used data interchange formats. To process XML in Python,
use the defusedxml library [121], as it protects against several security issues.

YAML YAML Ain’t Markup Language™ is a human-friendly data serialization language for all pro-
gramming languages [61, 82, 156]. It is widely used for configuration files in the DevOps envi-
ronment. See https://yaml.org for more information.

Z the set of the integers numbers including positive and negative numbers and 0, i.e., . . . , -3, -2, -1,
0, 1, 2, 3, . . . , and so on. It holds that Z ⊂ R.

https://docs.python.org/3/library/venv.html
https://docs.python.org/3/library/venv.html
https://yaml.org
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!=, 37, 40, 214
!==, 252
!r, 112, 119, 212
!s, 212
(, 26, 32, 41
(. . .), 86, 121
), 26, 32, 41
*, 222, 253, 254

function parameter,
135, 136

list, 82
multiplication, 26, 31

**, 253, 254
function parameter,

135
power, 26, 32

**=, 253
*=, 59, 123, 253
+, 26, 31, 43, 82, 114, 222,

253, 254
+=, 114, 253
„ 67, 78
,.1f, 47
-, 26, 31, 222, 227, 253, 254
-=, 253
->, 122
-inf, 36, 39, 131, 143
., 126
..., 86
.2f, 47, 297
.3f, 47
/, 26, 31, 37, 68–70, 222,

253, 254, 284
//, 26, 68–70, 98, 253, 254,

284
//=, 253
/=, 253
:, 43, 46, 71, 98, 99, 107,

122, 139, 173
:.2%, 47
:.3g, 47
:.4%, 47
:.4g, 47
:.5f, 47
:#b, 47
:#x, 47
:b, 46
:e, 47

:param:, 122
:returns:, 122
:x, 46
<, 40, 227, 252
<=, 40, 227, 252
<<, 29, 254, 255
<<=, 254
=, 54

multiple, 67
swap, 67, 284

==, 36, 37, 40, 53, 74, 75,
129, 214, 227, 252

>, 40, 100, 227, 252
>=, 40, 227, 252
>>, 29, 254, 255
>>=, 254
>>>, 171, 289, 292
[. . .], 43, 78, 82, 92,

253–255
[], 79
[i:j:k], 82
[i:j], 43, 82
#, 54, 284
#: , 194, 222, 287
%, 26, 31, 98, 111, 123,

230, 253, 254
%=, 253
&, 28, 254, 255
&=, 254
ˆ, 28
_, 35, 108, 139, 284, 285
__, 198, 211, 252–255,

287
__abs__, 226, 227, 253,

254
__add__, 224, 225, 253,

254
__and__, 254
__bool__, 252
__bytes__, 252
__call__, 252
__ceil__, 253
__complex__, 252
__contains__, 252, 254
__delitem__, 252, 254
__divmod__, 253
__enter__, 246, 247, 252

__eq__, 214, 215, 217,
218, 220, 227,
228, 252, 253, 287

__exit__, 246–248, 252
__float__, 252
__floor__, 253
__floordiv__, 253
__format__, 252
__ge__, 227, 228, 252,

253
__getitem__, 252, 254
__gt__, 227, 228, 252,

253
__hash__, 217, 218, 220,

252, 287
__iadd__, 253, 255
__iand__, 254
__ifloordiv__, 253
__ilshift__, 254
__imatmul__, 253
__imod__, 253
__imul__, 253
__init__, 193–195, 197,

198, 203, 204,
211, 213, 218,
222, 223, 227,
247, 252, 287

__int__, 252
__invert__, 253
__ior__, 254
__ipow__, 253
__irshift__, 254
__isub__, 253
__iter__, 252, 254
__itruediv__, 253
__ixor__, 254
__le__, 227, 228, 252,

253
__len__, 252, 254
__lshift__, 254
__lt__, 227, 228, 252,

253
__matmul__, 253
__minus__, 253, 254
__mod__, 253
__mul__, 226, 227, 253
__ne__, 214, 227, 228,

252, 253

299
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__new__, 252
__next__, 252, 254
__or__, 254
__pos__, 253, 254
__pow__, 253
__radd__, 224, 253, 254
__rand__, 254
__rdivmod__, 253
__repr__, 211, 213–215,

224, 252
__reversed__, 252, 254
__rfloordiv__, 253
__rlshift__, 254
__rmatmul__, 253
__rmod__, 253
__rmul__, 253
__ror__, 254
__round__, 253
__rpow__, 253
__rrshift__, 254
__rshift__, 254
__rsub__, 253
__rtruediv__, 253
__rxor__, 254
__setitem__, 252, 254
__str__, 211, 213–215,

224, 252
__sub__, 225, 227, 253
__truediv__, 226, 227,

253
__trunc__, 253
__xor__, 254
. . ., 171, 289, 292
^, 254, 255
^=, 254
\, 48, 49
\\, 49
\", 49
\', 49
\n, 49
\r\n, 49
\t, 49
\u, 51, 52, 59
|, 254, 255

bit-wise or, 28
type hints, 72, 137

|=, 254
{, 47
{. . .}

dict, 78, 93
f-string, 45
set, 78, 89

{{, 47, 49
{}, 94
}, 47
}}, 47, 49
". . .", 43, 48, 50, 284
"", 43, 52

""". . .""", 50, 84, 284, 285,
292

', 43, 48, 284
'. . .', 43, 50
''', 50, 284
'''. . .''', 50
~, 253
0.0, 35–37
0b, 28, 47
0o, 29
0x, 29, 47
1.7976931348623157e+308,

30, 36
2.718281828459045, 292
3.141592653589793, 291
5e-324, 35, 130

0, 39

abs, 104, 198, 227, 253
acos, 32
add, 89
all, 177, 178, 286
and, 41, 42, 98
any, 177, 178, 286
append, 79, 111, 112, 167,

168, 170
ArithmeticError, 143–147,

158–162, 243
as, 125, 145, 247, 248, 252
asin, 32
assert, 128, 162
AssertionError, 128, 162
asterisk, 135
atan, 32
AttributeError, 162
Axes, 136

BaseException, 162
bin, 28
BlockingIOError, 162
bool, 25, 36, 39–41, 48, 52,

252
conjunction, 41
disjunction, 41
function, 48
negation, 41

break, 109–111, 113,
118–120, 122,
178, 183, 243

BrokenPipeError, 162
BufferError, 162
bytes, 252

Callable, 137, 140, 247
casefold, 92, 285
ceil, 33, 253
ChildProcessError, 162
class, 162, 191, 192, 194,

197, 202, 203, 287

close, 155, 156, 158
collections.abc, 137
complex, 190, 252, 253
comprehension

dict, 173, 174
list, 166, 167, 195
set, 172

ConnectionAbortedError,
162

ConnectionError, 162
ConnectionRefusedError,

162
ConnectionResetError, 162
continue, 109, 110, 120
cos, 32
csv, 292

datetime, 212
datetime, 212

now, 212
UTC, 212

def, 121, 182
defusedxml, 298
del, 81, 94, 252
dict, 111, 113, 135, 164,

166, 179–181, 247
comprehension, 173,

174
del, 94
empty, 94
items, 94, 113
iterate over, 113
keys, 94, 113
len, 93
pop, 94
type hint, 93
update, 94
values, 94, 113

dict.items, 94, 166
dict.keys, 94
dict.values, 94, 166
difference, 92
difference_update, 92
divmod, 253
doctest, 171, 289, 292
dunder, 211, 252–254

__abs__, 226, 227,
253, 254

__add__, 224, 225,
253, 254

__and__, 254
__bool__, 252
__bytes__, 252
__call__, 252
__ceil__, 253
__complex__, 252
__contains__, 252,

254
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__delitem__, 252,
254

__divmod__, 253
__enter__, 247, 252
__eq__, 214, 215,

217, 218, 220,
227, 228, 252,
253, 287

__exit__, 247, 248,
252

__float__, 252
__floor__, 253
__floordiv__, 253
__format__, 252
__ge__, 227, 228,

252, 253
__getitem__, 252,

254
__gt__, 227, 228,

252, 253
__hash__, 217, 218,

220, 252, 287
__iadd__, 253, 255
__iand__, 254
__ifloordiv__, 253
__ilshift__, 254
__imatmul__, 253
__imod__, 253
__imul__, 253
__init__, 193–195,

197, 198, 203,
204, 211, 213,
218, 222, 223,
227, 247, 252, 287

__int__, 252
__invert__, 253
__ior__, 254
__ipow__, 253
__irshift__, 254
__isub__, 253
__iter__, 252, 254
__itruediv__, 253
__ixor__, 254
__le__, 227, 228,

252, 253
__len__, 252, 254
__lshift__, 254
__lt__, 227, 228,

252, 253
__matmul__, 253
__minus__, 253, 254
__mod__, 253
__mul__, 226, 227,

253
__ne__, 214, 227,

228, 252, 253
__new__, 252
__next__, 252, 254
__or__, 254

__pos__, 253, 254
__pow__, 253
__radd__, 224, 253,

254
__rand__, 254
__rdivmod__, 253
__repr__, 211,

213–215, 224, 252
__reversed__, 252,

254
__rfloordiv__, 253
__rlshift__, 254
__rmatmul__, 253
__rmod__, 253
__rmul__, 253
__ror__, 254
__round__, 253
__rpow__, 253
__rrshift__, 254
__rshift__, 254
__rsub__, 253
__rtruediv__, 253
__rxor__, 254
__setitem__, 252,

254
__str__, 211,

213–215, 224, 252
__sub__, 225, 227,

253
__truediv__, 226,

227, 253
__trunc__, 253
__xor__, 254

e, 32, 36, 292
elif, 101–103, 285
else, 100–103, 118–120,

149–153
empty, 79
endswith, 45
enumerate, 115, 116
EOFError, 162
escaping, 48, 49, 112
except, 145–153, 161, 286
Exception, 36, 66, 128,

141–143, 145,
146, 150,
158–162, 191,
193, 247, 286,
289, 292, 296

Exceptions, 146, 163
exit, 162, 292
exp, 134
extend, 79, 164

f-string, 45, 54, 55
=, 47
interpolation, 46
multi-line, 50

f". . .", 45, 292
f""". . .""", 50
False, 25, 36, 37, 39–43, 45,

48, 98, 100–102,
117, 177, 178

FileExistsError, 162
FileNotFoundError, 161,

162
filter, 185, 186, 188
Final, 194, 195, 203, 218,

222, 230, 247, 287
Final[int], 222
finally, 150–153, 155–157,

161, 163
find, 43, 44, 118, 145
float, 25, 26, 30–37, 39, 40,

45, 47, 48, 52, 55,
58, 67, 129, 130,
151, 196, 252, 284

function, 48
largest, 30, 36
smallest, 35, 130

FloatingPointError, 162
floor, 33, 253
for, 107–114, 118, 120, 122,

123, 143, 144,
165, 167, 170,
172, 173, 178,
179, 182–184,
186, 253–255

else, 243
found, 184
Fraction, 222
fractions, 222
from, 32, 33, 36, 39, 47,

125, 126
fsum, 198, 200, 204
function

argument, 122
*, 135, 136
**, 135
asterisk, 135
by name, 135
default, 134, 286
keyword, 135
star, 135
wildcard, 135

body, 122
call, 122, 134
def, 121
docstring, 122
import, 125, 126
module, 126
parameter, 121

*, 135, 136
**, 135
asterisk, 135
by name, 135
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default value, 134,
286

star, 135
wildcard, 135

return, 122
return value, 122
signature, 122, 296
testing, 127
type hint, 122, 285
unit test, 127

gcd, 125, 222, 224
Generate, 162
Generator, 164, 174–176,

178–180, 182–184
GeneratorExit, 162

hash, 217, 218, 287
hex, 29

if, 98–102, 167
if. . .elif. . .else, 102, 104

nested, 103
if. . .else, 99, 100

inline, 106
nested, 101

import, 32, 33, 36, 39, 47,
59, 111, 125, 126,
128, 139, 162, 169

ImportError, 162
in, 43, 81, 87, 92, 107, 217,

252, 253
IndentationError, 162
index, 81, 87, 145
IndexError, 43, 141, 162
inf, 36–39, 48, 129, 131,

132, 143–145
input, 162, 296
insert, 81
inspect, 296
int, 25, 26, 29–31, 33–36,

39, 45, 46, 48, 52,
54, 67, 151, 186,
252, 284

function, 48
intersection, 92
IO, 155

close, 155, 156
readline, 155, 157
readonline, 156
write, 155, 157, 248,

251
is, 53, 74, 75, 82, 213
IsADirectoryError, 162
isfinite, 38, 39, 131, 143,

193
isinf, 38, 39
isinstance, 194, 203, 224
isnan, 38, 39, 129

isqrt, 111, 113, 172
items, 94, 166
iter, 165, 166, 177, 252, 254
Iterable, 164–167, 170, 171,

187, 198, 202,
203, 254

Iterables, 187
iteration, 107
Iterator, 113, 164–166, 174,

177, 178, 182,
183, 185–188,
248, 254

itertools, 185, 188
takewhile, 185

join, 113, 195, 247

KahanSum, 198
KeyboardInterrupt, 162
KeyError, 94, 162
keys, 94

lambda, 139, 140, 185, 186
len, 43, 53, 79, 93, 111,

114, 252, 254
list, 78, 82, 84, 91, 94,

110–112, 114,
136, 164–166,
168–170, 174,
177, 179–182

*, 82
+, 82
append, 79, 111, 112,

167, 168, 170
comprehension, 166,

167, 195
del, 81
extend, 79, 164
in, 81
index, 81
insert, 81, 231, 232
iterate over, 112
len, 79, 111, 114
not in, 81
remove, 82
reverse, 82
slicing, 82, 113
sort, 82, 88
type hint, 78
unpacking, 79, 82

lists, 170
Literal, 248, 288
LiteralString, 74, 296
log, 32, 36, 53, 166
LookupError, 162
loop, 107

for, 107, 111, 112
lower, 45
lst, 177

lstrip, 45

maketrans, 247
map, 186, 188, 232
math, 32, 33, 36, 37, 39,

47, 53, 59, 60, 75,
111, 118, 121,
122, 125, 126,
129, 131, 139,
143, 172, 188,
193, 194, 198,
200, 222, 291, 292

ceil, 253
floor, 253
trunc, 253

max, 100, 177, 178, 186
MemoryError, 161, 162, 183
min, 100, 169, 177, 178,
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module, 126
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ModuleNotFoundError, 162,
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253, 254
NotImplementedError, 162,
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215
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add, 89, 172
comprehension, 172
difference, 92
difference_update, 92
empty, 90
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Scripts

Here we provide some scripts that are used within this book. These scripts are written for the Bash
shell, which is the default interpreter running in Ubuntu Linux terminals. Therefore, they will not work
under Microsoft Windows or other operating systems. Now, our book focuses on Python programming,

Listing 16.1: A Bash script for executing Mypy, which prints the command line and the exit code; see
Useful Tool 2. (src)

1 #!/bin/bash -
2
3 # This is our internal mypy execution script.
4 # It prints the mypy command and the results of mypy.
5 # It always exits with an exit code 0, even if mypy fails.
6 # Argument $1: the folder to run it in
7 # Argument $2: the file(s) to scan
8
9 # We enforce strict error handling , i.e., fail on any unexpected error.

10 set -o pipefail # trace errors through pipes
11 set -o errtrace # trace errors through commands and functions
12 set -o nounset # exit if encountering an uninitialized variable
13 set -o errexit # exit if any statement returns a non -0 return value
14
15 # Check if mypy is installed. If yes , get its version. If no, install.
16 infos="$(python3 -m pip show mypy 2>/dev/null || true)"
17 if [ -z "$infos" ]; then
18 # mypy is not installed , so we install it now.
19 # We do this silently , without printing any information ...
20 python3 -m pip install --require -virtualenv mypy 1>/dev/null 2>&1
21 infos="$(python3 -m pip show mypy 2>/dev/null)"
22 fi
23 # We now extract the version of mypy from the information string.
24 version="$(grep Version: <<< "$infos")"
25 version="$(sed -n ’s/.* Version :\s*\([.0 -9]*\) /\1/p’ <<< "$version")"
26
27 # Construct the mypy command.
28 command="mypy $2 --no-strict -optional --check -untyped -defs"
29 echo "\$ $command" # We print the command line which will be executed.
30 cd "$1" # We enter the folder inside of which we should execute mypy.
31
32 # Switch of "exit -on-error", run mypy , and afterwards switch it back on.
33 set +o errexit # Turn off exit -on-error.
34 $command 2>&1
35 exitCode="$?" # Store exit code of program in variable exitCode.
36 set -o errexit # Turn exit -on-error back on.
37
38 # Convert exit code to success or failure string.
39 [ "$exitCode" -eq 0 ] && exitCodeStr="succeeded" || exitCodeStr="failed"
40
41 # Finally , we print the result string.
42 echo "# mypy $version $exitCodeStr with exit code $exitCode."
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so Bash shell scripts are not in the center of our attention. We here cannot explain how Bash scripts
work or what their syntax is. There exist plenty of books and resources on this interesting topic, such
as [33, 192, 332] or https://www.gnu.org/software/bash/.

If we would include the scripts in the places where we use them in this book, then this would lead
to confusion or tangents in the text which would mess up the flow of the chapters. Nevertheless, the
book would be incomplete if these scripts were not provided at all. So we put them here, at the end of
the book, where they do not hurt anyone and where the interested reader may check them out.

In the scripts, we install tools if they are not yet installed. We then apply the tools to whatever the
parameters of the scripts state. Now, in a real environment, a tool can either succeed or fail. A unit
test executed with pytest will fail and exit with a non-zero exit code if the test, well, fails. A static
code analysis tool like Ruff will fail with a non-zero exit code if it discovers any issue with the code.
However, our scripts invoking these tools will not fail in such cases. They will collect the exit code of
the tool they are invoking and print it. Then they will exit with exit code 0. This is necessary for our
book building process, which invokes these scripts to construct the outputs of the examples. If any of
them would fail with non-zero exit code, the book building would fail as well. However, to illustrate
that the tools are useful, we must apply them to cases where they would fail. So for our book, it is
necessary that the scripts just print the exit codes while still returning successfully. For a real productive
environment, this is usually not what we want: We apply the tools to source code precisely to get them
to fail on error, because if nothing fails, we know that everything seems to be OK. In such a practical
environment, you would thus not want to use our scripts, but you could use the same comments that
we use. Anyway, here is the list of tool scripts.

Listing 16.1 is a Bash script which first checks whether Mypy is installed. If Mypy is not installed, it
silently installs it. The script then composes the command for applying Mypy to the target file(s) in the
target directory. It then prints the command with a prepended $ . Then, it executes it. Mypy will print
its comments and messages to the standard output. Finally, the script shows the Mypy version and exit
code in a brief success or failure message (with a prepended #). Listings 4.19 and 4.20 are example
outputs of this script.

Listing 16.2 works basically the same way, just for Ruff. However, it sets a lot more parameters to
Ruff. See, Ruff offers many more configuration options and many more different things that it can
check for, compared to Mypy. In it’s present form, it does not check for type errors, as far as I know,
though. Either way, it is harder to balance the strictness of the tool and there are even some rules
which are sometimes mutually exclusive. Hence, we compose a more complex command. Apart from
that, this script works pretty much the same as Listing 16.1. Listings 5.10 and 5.14 are examples for
the output of this script.

Listing 16.3 offers exactly the same functionality for Pylint. It checks if this tool is installed
and installs it if not. It then applies Pylint to a the selected set of files, using a reasonable default
configuration. Listing 7.15 is an example of the output of this linter.

Listing 16.4 is similarly structured, but instead of performing static code analysis, it executes unit
test cases. The directory and list of Python files with the test cases are provided as command line
arguments. This script checks if pytest and its plugin pytest-timeout are installed and, if not, installs
them. It then executes the tests with a fixed ten second timeout that we use in this book. Of course,
in practical scenarios, you would use a larger timeout, but within the context of this book, ten seconds
are enough. Either way, the script executes the test cases, prints the results as well as potential errors.
Notice that we select some options to make the output less verbose, because for this book, we do want
listings that are not too long. In practical scenarios, you may use different options. Either way, the
script also prints the command that was executed at the beginning and the pytest version used and
the exit code of the process at the end of the output. Listings 8.9, 8.12 and 8.15 are examples for the
output of pytest. Listing 16.5 uses pytest as well, but this time executes doctests. An example can
be found in Listing 10.9.

https://www.gnu.org/software/bash/
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Listing 16.2: A Bash script for executing Ruff, which prints the command line and the exit code; see
Useful Tool 3. (src)

1 #!/bin/bash -
2
3 # This is our internal ruff execution script.
4 # It prints the ruff command and the results of ruff.
5 # It always exits with an exit code 0, even if ruff fails.
6 # Argument $1: the folder to run it in
7 # Argument $2: the file(s) to scan
8
9 # We enforce strict error handling , i.e., fail on any unexpected error.

10 set -o pipefail # trace errors through pipes
11 set -o errtrace # trace errors through commands and functions
12 set -o nounset # exit if encountering an uninitialized variable
13 set -o errexit # exit if any statement returns a non -0 return value
14
15 # Check if ruff is installed. If yes , get its version. If no, install.
16 infos="$(python3 -m pip show ruff 2>/dev/null || true)"
17 if [ -z "$infos" ]; then
18 # ruff is not installed , so we install it now.
19 # We do this silently , without printing any information ...
20 python3 -m pip install --require -virtualenv ruff 1>/dev/null 2>&1
21 infos="$(python3 -m pip show ruff 2>/dev/null)"
22 fi
23 # We now extract the version of ruff from the information string.
24 version="$(grep Version: <<< "$infos")"
25 version="$(sed -n ’s/.* Version :\s*\([.0 -9]*\) /\1/p’ <<< "$version")"
26
27 # Construct the ruff command.
28 command="ruff check --target -version py312 --select=A,AIR ,ANN ,ASYNC ,B,BLE ,C

↪→ ,C4,COM ,D,DJ ,DTZ ,E,ERA ,EXE ,F,FA ,FIX ,FLY ,FURB ,G,I,ICN ,INP ,ISC ,INT ,LOG ,
↪→ N,NPY ,PERF ,PIE ,PLC ,PLE ,PLR ,PLW ,PT ,PYI ,Q,RET ,RSE ,RUF ,S,SIM ,T,T10 ,TD,
↪→ TID ,TRY ,UP ,W,YTT --ignore=A005 ,ANN001 ,ANN002 ,ANN003 ,ANN204 ,ANN401 ,
↪→ B008 ,B009 ,B010 ,C901 ,D203 ,D208 ,D212 ,D401 ,D407 ,D413 ,INP001 ,N801 ,PLC2801
↪→ ,PLR0904 ,PLR0911 ,PLR0912 ,PLR0913 ,PLR0914 ,PLR0915 ,PLR0916 ,PLR0917 ,
↪→ PLR1702 ,PLR2004 ,PLR6301 ,PT011 ,PT012 ,PT013 ,PYI041 ,RUF100 ,S,T201 ,TRY003
↪→ ,UP035 ,W --line -length 79 $2"

29 echo "\$ $command" # We print the command line which will be executed.
30 cd "$1" # We enter the folder inside of which we should execute ruff.
31
32 # Switch of "exit -on-error", run ruff , and afterwards switch it back on.
33 set +o errexit # Turn off exit -on-error.
34 $command 2>&1 # Run ruff.
35 exitCode="$?" # Store exit code of program in variable exitCode.
36 set -o errexit # Turn exit -on-error back on.
37
38 # Convert exit code to success or failure string.
39 [ "$exitCode" -eq 0 ] && exitCodeStr="succeeded" || exitCodeStr="failed"
40
41 # Finally , we print the result string.
42 echo "# ruff $version $exitCodeStr with exit code $exitCode."

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/_scripts_/ruff.sh
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Listing 16.3: A Bash script for executing Pylint, which prints the command line and the exit code; see
Useful Tool 4. (src)

1 #!/bin/bash -
2
3 # This is our internal pylint execution script.
4 # It prints the pylint command and the results of pylint.
5 # It always exits with an exit code 0, even if pylint fails.
6 # Argument $1: the folder to run it in
7 # Argument $2: the file(s) to scan
8
9 # We enforce strict error handling , i.e., fail on any unexpected error.

10 set -o pipefail # trace errors through pipes
11 set -o errtrace # trace errors through commands and functions
12 set -o nounset # exit if encountering an uninitialized variable
13 set -o errexit # exit if any statement returns a non -0 return value
14
15 # Is pylint is installed? If yes , get its version. If no , install it.
16 infos="$(python3 -m pip show pylint 2>/dev/null || true)"
17 if [ -z "$infos" ]; then
18 # pylint is not installed , so we install it now.
19 # We do this silently , without printing any information ...
20 python3 -m pip install --require -virtualenv pylint 1>/dev/null 2>&1
21 infos="$(python3 -m pip show pylint 2>/dev/null)"
22 fi
23 # We now extract the version of pylint from the information string.
24 version="$(grep Version: <<< "$infos")"
25 version="$(sed -n ’s/.* Version :\s*\([.0 -9]*\) /\1/p’ <<< "$version")"
26
27 # Construct the pylint command.
28 command="pylint $2 --disable=C0103 ,C0302 ,C0325 ,R0801 ,R0901 ,R0902 ,R0903 ,

↪→ R0911 ,R0912 ,R0913 ,R0914 ,R0915 ,R1702 ,R1728 ,W0212 ,W0238 ,W0703"
29 echo "\$ $command" # We print the command line which will be executed.
30 cd "$1" # We enter the folder inside of which we should execute pylint.
31
32 # Switch of "exit -on-error", run pylint , and afterwards switch it back on.
33 set +o errexit # Turn off exit -on-error.
34 $command 2>&1 # Run pylint.
35 exitCode="$?" # Store exit code of program in variable exitCode.
36 set -o errexit # Turn exit -on-error back on.
37
38 # Convert exit code to success or failure string.
39 [ "$exitCode" -eq 0 ] && exitCodeStr="succeeded" || exitCodeStr="failed"
40
41 # Finally , we print the result string.
42 echo "# pylint $version $exitCodeStr with exit code $exitCode."

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/_scripts_/pylint.sh
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Listing 16.4: A Bash script for executing test cases with pytest, which prints the command line and
the exit code; see Useful Tool 5. (src)

1 #!/bin/bash -
2
3 # This is our internal pytest execution script.
4 # It prints the pytest command and the results of pytest.
5 # It always exits with an exit code 0, even if pytest fails.
6 # Argument $1: the folder to run it in
7 # Argument $2: the file(s) to scan
8
9 # We enforce strict error handling , i.e., fail on any unexpected error.

10 set -o pipefail # trace errors through pipes
11 set -o errtrace # trace errors through commands and functions
12 set -o nounset # exit if encountering an uninitialized variable
13 set -o errexit # exit if any statement returns a non -0 return value
14
15 # Check if pytest and all required plugins are installed.
16 versions="" # This variable will receive all tool versions.
17 for pack in "pytest" "pytest -timeout"; do
18 infos="$(python3 -m pip show "$pack" 2>/dev/null || true)"
19 if [ -z "$infos" ]; then
20 # pytest or the plugin is not installed , so we install it now.
21 # We do this silently , without printing any information ...
22 python3 -m pip install --require -virtualenv "$pack" 1>/dev/null 2>&1
23 infos="$(python3 -m pip show "$pack" 2>/dev/null)"
24 fi
25
26 # For each tool or plugin , we get the version separately.
27 infos="$(grep Version: <<< "$infos")"
28 infos="$(sed -n ’s/.* Version :\s*\([.0 -9]*\) /\1/p’ <<< "$infos")"
29 if [ -z "$versions" ]; then # ... and we concatenate them
30 versions="$pack $infos with"
31 elif [[ "$versions" == *with ]]; then
32 versions="$versions $pack $infos"
33 else
34 versions="$versions , $pack $infos"
35 fi
36 done
37
38 # Construct the pytest command.
39 command="pytest --timeout =10 --no -header --tb=short $2"
40 echo "\$ $command" # We print the command line which will be executed.
41 cd "$1" # We enter the folder inside of which we should execute pytest.
42 export COLUMNS =73
43 # Switch of "exit -on-error", run pytest , and afterwards switch it back on.
44 set +o errexit # Turn off exit -on-error.
45 $command 2>&1
46 exitCode="$?" # Store exit code of program in variable exitCode.
47 set -o errexit # Turn exit -on-error back on.
48
49 # Convert exit code to success or failure string.
50 [ "$exitCode" -eq 0 ] && exitCodeStr="succeeded" || exitCodeStr="failed"
51
52 # Finally , we print the result string.
53 echo "# $versions $exitCodeStr with exit code $exitCode."

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/_scripts_/pytest.sh
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Listing 16.5: A Bash script for executing doctests with pytest, which prints the command line and the
exit code; see Useful Tool 7. (src)

1 #!/bin/bash -
2
3 # This is our internal pytest -doctest execution script.
4 # It prints the pytest -doctest command and the results of pytest.
5 # It always exits with an exit code 0, even if pytest fails.
6 # Argument $1: the folder to run it in
7 # Argument $2: the file(s) to scan
8
9 # We enforce strict error handling , i.e., fail on any unexpected error.

10 set -o pipefail # trace errors through pipes
11 set -o errtrace # trace errors through commands and functions
12 set -o nounset # exit if encountering an uninitialized variable
13 set -o errexit # exit if any statement returns a non -0 return value
14
15 # Check if pytest and all required plugins are installed.
16 versions="" # This variable will receive all tool versions.
17 for pack in "pytest" "pytest -timeout"; do
18 infos="$(python3 -m pip show "$pack" 2>/dev/null || true)"
19 if [ -z "$infos" ]; then
20 # pytest or the plugin is not installed , so we install it now.
21 # We do this silently , without printing any information ...
22 python3 -m pip install --require -virtualenv "$pack" 1>/dev/null 2>&1
23 infos="$(python3 -m pip show "$pack" 2>/dev/null)"
24 fi
25
26 # For each tool or plugin , we get the version separately.
27 infos="$(grep Version: <<< "$infos")"
28 infos="$(sed -n ’s/.* Version :\s*\([.0 -9]*\) /\1/p’ <<< "$infos")"
29 if [ -z "$versions" ]; then # ... and we concatenate them
30 versions="$pack $infos with"
31 elif [[ "$versions" == *with ]]; then
32 versions="$versions $pack $infos"
33 else
34 versions="$versions , $pack $infos"
35 fi
36 done
37
38 # Construct the pytest command for documentation testing.
39 command="pytest --timeout =10 --no -header --tb=short --doctest -modules $2"
40 echo "\$ $command" # We print the command line which will be executed.
41 cd "$1" # We enter the folder inside of which we should execute pytest.
42 export COLUMNS =73
43 # Switch of "exit -on-error", run pytest , and afterwards switch it back on.
44 set +o errexit # Turn off exit -on-error.
45 $command 2>&1
46 exitCode="$?" # Store exit code of program in variable exitCode.
47 set -o errexit # Turn exit -on-error back on.
48
49 # Convert exit code to success or failure string.
50 [ "$exitCode" -eq 0 ] && exitCodeStr="succeeded" || exitCodeStr="failed"
51
52 # Finally , we print the result string.
53 echo "# $versions $exitCodeStr with exit code $exitCode."

https://github.com/thomasWeise/programmingWithPythonCode/blob/5c2f190d94064046dda61b261642b61c1bf149cd/_scripts_/pytest_doctest.sh
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